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Abstract: With the continuous development of deepfake technology, led by "ai in face" many 

depth of forged related technology began to fill in the line of sight of the public, it’s not only 

in the entertainment industry provides extremely convenient function, but also brought 

including but not limited to information fraud many malignant events, so the depth of forged 

detection technology is particularly important. This article begins by reviewing the history of 

deep forgery, And the most common reproduction, editing, replacement and synthesis, 

Following up with examples and comparisons of data sets emerging in recent years, Then, 

the face depth forgery detection technology based on spatial image features based on attention 

network, based on autoencoder, based on vision Transformer and based on data enhancement 

of four directions are roughly introduced, Finally, the paper explores some of the problems 

in the field, and with the existing challenges, Some future development directions are 

proposed, The full text is also summarized. 

Keywords: Facial Deepfake, Deepfake Detection, Information Security, Detection 

Technology 

1. Introduction 

Deepfake, a term derived from the combination of "deep," meaning deep learning, and "fake," 

meaning deception, represents the fusion of deep learning and forgery. It refers to a technology that 

uses deep learning techniques to manipulate videos, images, and audio. The technology emerged in 

the United States in 2017, when a user with the ID "deepfakes" posted a pornographic video of a 

female celebrity, created using deepfake technology for face-swapping. This incident sparked 

widespread discussion across various sectors of society, and since then, deepfakes have gradually 

entered the public’s consciousness. 

Today, deepfakes are widely present in people's daily lives, providing significant momentum for 

the development of the entertainment industry. However, with the continuous iteration and 

development of this technology, several issues have gradually emerged. These include, but are not 

limited to, fake face-swapping videos and images that may cause social and public opinion issues for 

the individuals involved, as well as widespread economic damage to citizens caused by imitation and 

deception using deepfake technology. 

On January 15, 2024, a fake advertisement featuring an AI-generated Taylor Swift promoting 

cookware spread across social media platforms like Facebook. In the ad, Swift claimed to be offering 

a "free cookware set" to victims. However, when victims were redirected to a fake website, they were 
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asked to pay a $9.96 shipping fee. Despite the claim of a free giveaway, the cookware was not actually 

delivered. 

It is evident that the information security crisis brought about by the rapid development of 

deepfakes is expanding. Against this backdrop, both academia and industry have begun exploring 

detection technologies to combat deepfakes. 

With the development of deep learning [1], not only has the technology for forgery advanced, but 

detection technologies have also emerged in parallel. The most notable technologies in this area are 

Convolutional Neural Networks (CNNs)  and Generative Adversarial Networks (GANs) [2,3]. These 

two techniques are complementary, each advancing the development of the other. For instance, 

Wadajo et al. combined CNNs with Vision Transformers (ViTs) to manage feature learning and input 

processing, used attention mechanisms for classification, and trained their model using the 

challenging DFDC dataset, ultimately achieving competitive results[4]. 

The first section of this paper provides a general introduction to the relevant technologies for 

detecting facial deepfakes. The second section presents and compares existing deepfake datasets. The 

third section systematically categorizes facial deepfake detection technologies based on spatial image 

features and provides a more detailed introduction to each. The fourth section enumerates the 

significant challenges currently faced in facial deepfake detection and proposes potential directions 

for future development. Finally, the fifth section concludes with a summary of the work presented in 

the paper. 

2. Overview of facial deepfake 

The two most common techniques in deepfake technology are autoencoders and Generative 

Adversarial Networks (GANs). Based on the classification of facial deepfakes, they can be further 

divided into four categories: reproduction, editing, replacement, and synthesis [5]. 

2.1. Reproduction 

Reproduction refers to manipulating facial expressions and actions while maintaining the original 

identity and appearance, thereby generating fabricated dynamic visuals [6]. This technique has many 

positive applications, such as in film language translation, where the character's lip movements can 

be adjusted according to the dialogue, as well as in the creation of vivid animated products. 

The accuracy of early graphics-based methods for creating images and videos largely depended 

on the precision of reproducing the facial model during the process. Wu et al. initially proposed a 

method based on facial key points for reproduction [7]. Kim et al. also introduced a method based on 

3D models to reproduce dynamic videos of objects [8]. This approach involved creating a 3D model 

of the subject, predicting lighting, facial expressions, and other motion parameters, and finally 

integrating these into a temporal module to generate the complete rendered head image. 

However, Thies et al. proposed a delayed neural rendering framework that simultaneously 

optimizes both the neural texture and rendering network, reducing the misalignment of the model, 

and achieving more ideal results [9]. 

2.2. Editing 

Facial attribute editing refers to the manipulation of specific facial features, such as adjusting the eyes, 

nose, age, skin tone, and other attributes. It can be considered a specific application of unpaired 

image-to-image translation, where multiple images share common underlying features. 

The challenge of this technology lies in how to edit specific facial attributes while keeping the 

unrelated attributes unchanged. This is difficult because facial images have strict graphical constraints, 
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and there are correlations between different attributes. As a result, editing any single attribute can 

lead to unintended changes in other attributes. 

In 2018, Choi et al. proposed the StarGAN model, which simultaneously edits multiple facial 

attributes by jointly training and sharing the generator [10]. However, due to the excessive constraints 

of one-hot encoding, the model struggled with balancing the target attributes and non-target attributes, 

leading to the loss of texture details. 

In 2024, to address the issue of inter-attribute coupling, Gu et al. introduced the GP-GAN method 

[11]. By repeatedly encoding images, translating the encodings, and having a discriminator judge the 

results, the method optimizes both the generator and discriminator to produce higher-quality images, 

achieving more ideal outcomes. 

2.3. Replacement 

Replacement refers to using deepfake technology to achieve identity swapping on a target face, 

commonly known as "face-swapping." In the early stages, this algorithm typically used autoencoders 

to achieve the face-swapping effect. However, due to limitations in the structure of autoencoders and 

training data, the generated fake images often had low resolution, and the texture details needed 

improvement. 

Early methods mostly focused on interacting with global features while neglecting the importance 

of modeling local facial features, such as eyebrows, wrinkles, and other details, which limited the 

model's ability to maintain identity consistency. To ensure such consistency, Xu et al. proposed the 

RAFSwap network, which employs a local-global approach to generate high-resolution faces with 

consistent identity, making the results appear more natural [12]. 

2.4. Synthesis 

Face synthesis, or face generation, is fundamentally different from the previously mentioned 

techniques. This technology does not rely on real or pre-input faces but instead starts with other 

attributes to create a completely fabricated face that does not exist in reality and has no prototype. 

Since the introduction of GANs in 2014, the development of face synthesis technology has 

progressed rapidly. However, it was soon realized that early GAN models produced images with low 

resolution and often generated artifacts. To address this issue, Karras et al.  proposed the Progressive 

GAN (ProGAN) network, which begins with a low-resolution generator and progressively increases 

the resolution layer by layer, ensuring stable high-resolution generation [13]. 

However, considering that ProGAN lacked the ability to generate specific attributes and styles, 

Karras et al.  redesigned the normalization method to eliminate tear-drop artifacts. They also replaced 

the progressive strategy with a large-capacity model, solving issues such as the immobility of areas 

like the teeth [14]. 

3. Face Deepfake Data set 

In the field of deep learning, datasets have always been indispensable parts, with the function of 

training, testing, and evaluating model performance. A portion of the common data sets are 

enumerated here, as shown in Table 1. 

Table 1: dataset 

data set 
Real 

material 

Forge 

material 
distinguishing feature 

UADFV 49 49 
The data were small and generally of low quality 

DF-TINIT 320 — 
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Faceforensics++ 1000 5000+ Many kinds, high quality 

DFDC 23564 104500 
Large scale, more types, but the motion 

produces artifacts 

FFIW10K 10000 10000 Labor costs are low, and often have stability 

DeakeAVMiT — 6480 Contains the audio, which is more realistic 

DeepFaceGen 776990 773812 
Large scale, much technology used, and a good 

balance for different races 

Early datasets were similar to UADFV [15] and DF-TIMIT [16], where UADFV contains 49 real 

face videos and 49 fake videos; the DF-TIMIT dataset contains 320 real videos and contains their 

own HD and low-definition versions. Their data are relatively small and simple. This rough and low-

quality dataset is mostly used for the training of the underlying model. 

In 2019, the dataset Faceforensics + +, created by Rossler et al., solved the problem of fewer types 

of forgery and generally low quality of the dataset at that time[17]. It downloaded 1,000 real-life 

original videos used as material on YouTube, and generated more than 5,000 faces using Five 

advanced methods of face forgery, FSGAN, DeepFakes, Face2Face, NeuralTextures and FaceShifter. 

In 2020, facebook and Microsoft released the DFDC [18] data set, which is a large public data set, 

containing 23,564 real source videos and 104,500 fake videos, containing a variety of fake face types, 

and has a diverse background, can be used in a variety of occasions, but has the disadvantage that 

character movement sometimes produces artifacts. 

In 2021, Zhou et al. proposed FFIW10K data set with 10,000 real original videos and equal amount 

of high-quality face fake videos, containing three faces per frame[19]. The operation process is fully 

automatic, highly scalable, and the labor cost is lower than previous models. However, because 

existing data sets usually iterate on them through the development of forgery techniques, and fake 

videos are usually consistent under normal stability, it is difficult to update the data. 

In 2023, Yang et al. proposed DefakeAVMiT, which, compared to other traditional data sets, also 

contains the falsification of lsah corresponding audio, providing a relatively more realistic 

environment[20] . 

In 2024, Bei et al. proposed the DeepFaceGen face forgery detection dataset, which contains 

463,583 real face images and 313,407 real videos, and 350,264 fake images and 424,548 fake videos, 

using 34 existing mainstream technologies, not only covering a wide range of face data, but also 

ensures a balance between different races and backgrounds, providing a solid foundation for the 

evaluation and iterative development of facial forgery detection techniques[21]. 

4. Detection methods based on the spatial image features 

Based on spatial features of image detection method is in many methods more traditional and more 

direct and effective methods, neural network such as XceptionNet[22], EfficientNet[23] are able to 

effectively extract the image deep features, but although they are in the face of the existing data set 

object effect is good, but in the face of unknown fake data set, the network will appear bad effect. 

Therefore, many experts and scholars have proposed many new detection methods[5] based on image 

spatial features for this phenomenon. 

4.1. Detection method based on the attention network 

In deep learning, the attention mechanism has always been a component technique that enables the 

trained model to focus on a specified part. Stehouwer On the basis of XceptionNet and VGG 

Table 1: (continued). 
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16introduced the attention network mechanism to process and improve the feature map of the 

classification task[24] . In Figure 1, the attention map specifically shows the information area, and 

was used to further improve the judgment of true and false faces, which significantly improved the 

detection effect. 

 

Figure 1: The method flow proposed by Stehouwer et al[24]  

Duan proposed a dual-stream extraction and multi-scale enhancement multi-feature fusion network 

[25], designed a dual-stream feature extraction module to extract more feature information, then put 

forward the multi-scale feature enhancement module, let the network model can analyze the current 

information from different angles, and finally use the attention network training detection module to 

analyze the input image and the original image overlap, so as to determine the tampered area. Because 

the method learning is not limited to the general use of a specific feature, very high detection accuracy 

and performance are achieved. The attention network makes the model have the ability to acquire 

more subtle features for specific parts, which makes the model have more generalization. 

4.2. Detection method based on the autoencoder 

The autoencoder is divided into two parts, the encoder and the decoder, as shown in figure 2. The 

encoder has the function of squeezing the input data to extract the hidden features in the data, while 

the decoder and the encoder can reconstruct the extracted hidden features to restore the data. The 

principle of tampering based on the autoencoder is to reorganize through two sets of autoencoders, 

yes, their encoder and decoder, so that the way of mutual exchange and reconstruction finally 

generates the tampered face [26]. 

 

Figure 2: Auto-encoder tamper-up process Figure [26] 
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Lee in the detection method of development work introduced a kind of highly practical digital 

forensics tool [27], can detect the depth of different types of forgery at the same time, and put forward 

the residual autocoder (TAR), based on migration learning with a small number of samples can be in 

the real environment to detect all kinds of depth forged video. 

However, Zhang Ya et al. proposed to add Gaussian filter for preprocessing, and then use the 

automatic encoder to perform feature extraction, the final accuracy of the detection effect can reach 

97.1%, and compared with InceptionV3, ResNet50 and Xception, the three comparison methods 

obviously have higher generalization [26]. 

    Compared with traditional models, autoencoders can mine more image features, that is, it will be 

more generalized than traditional methods, but such results still need to sacrifice a part of precision. 

4.3. Based on the Vision Transformer method 

VIT is an image classification model that has emerged in recent years. Different from the traditional 

classification block model, VIT is better at the perception and analysis of global information. 

Heo et al. proposed a detection method combining VIT on the traditional basis. Figure 3, not only 

through the traditional CNN image features, but also combines local features with global features, 

and then uses the deit knowledge distillation model for deep forgery detection. Such a model 

generalization improves the working performance of the detection[28]. 

 

Figure 3: Visual converter-based forgery detection processas proposed by Heo [28] 

Lin et al. also proposed a deep forgery detection method based on CNN multiscale convolution 

and visual converter, which has the ability of global information classification, making it have better 

detection results on both high-quality and low-quality datasets, and the method has better 

generalization[29]. 

Although the ViT-based detection method has extraordinary accuracy, its complex network 

structure and each detection require special changes and optimization for specific scenarios. As a 

result, this method is not highly practical. 

4.4. Detection methods based on data augmentation 

Data enhancement is a diversified method for image processing, while the detection method based on 

data enhancement is a method to put the center on the modeling. 
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As shown in figure 4, Guo put forward the adaptive operation tracking extraction network 

(AMTEN), used to suppress the image content and highlight operation tracking preprocessing, 

through AMTEN and CNN inheritance to build a face detector, proved its accuracy is quite high, 

AMTENnet1 average accuracy is as high as 98.52%, is better than the best works at the time [30]. In 

fact, even when detecting face images with unknown postprocessing operations, it reached an average 

of 95.17%. 

 

Figure 4: an adaptive tracking extraction network flow proposed by Guo et al[30] 

Although data enhancement improves the utilization efficiency of data, it also improves the 

difference between data and real data, and reduces the detection performance of the model applied in 

real scenarios. 

5. Challenges and prospects 

5.1. Challenges for the future 

Currently, facial deepfake technology has made significant progress, but there are still several issues 

that need to be addressed: 

1)Poor quality of forged videos: Most existing techniques focus heavily on improving resolution 

and enhancing the realism of images, often neglecting temporal factors between frames. As a result, 

there are noticeable differences in lighting, texture, and other details between consecutive frames, 

leading to unnatural appearances in the video. 

2)High hardware requirements: The field typically requires the use of complex models (such as 

GANs), which have high computational complexity and demand powerful hardware. This creates 

substantial limitations for research and development in this area. 

3)Inconsistent quality of existing datasets: Datasets play an indispensable role in model training 

and are directly related to the results of the training process. However, existing datasets often rely on 

similar methods or even a single approach for data generation, leading to discrepancies with real-

world conditions. This results in models that struggle to produce optimal results when dealing with 

real-world situations. 

4)Poor generalization of existing models: As deepfake technology continues to evolve, existing 

models need to possess strong generalization capabilities to ensure detection accuracy. However, 

most detection models are designed for a specific method of deepfake creation. When applied to 

cross-dataset detection, their accuracy drops significantly. In real-world applications, this would leave 

the model ineffective against new, emerging deepfake techniques. 
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5.2. The future development direction 

In the field of deepfake detection, there are still many exploration directions. Amid ongoing evolution 

and challenges, the following development directions are crucial: 

1)Improving the generalization of detection technologies: Detection technologies that can identify 

common flaws across different data, scenarios, and techniques used to create forged videos or images 

will be a key area of future research. Possible approaches include: proposing datasets that are 

universally representative, developing real-time incremental learning models that can quickly adapt 

to new cases appearing on the internet, and enabling models to learn effectively from a small number 

of examples. 

2)Enhancing the robustness of detection technologies: With the development of deepfake 

technology and GANs, detection technologies are increasingly facing adversarial attacks. There is an 

urgent need to improve the robustness of models against adversarial samples and develop 

countermeasures that can enhance the stability of detection models. 

3)Legal and policy aspects: No matter how advanced the detection methods are, they are merely 

tools for implementation. To prevent malicious events, it is essential to optimize and enforce relevant 

laws and regulations promptly, strengthen supervision, and increase public awareness. Additionally, 

widespread education is necessary to establish a "firewall" in the minds of the public, enabling 

individuals to be fully aware and vigilant against deepfake-related threats. 

6. Conclusion  

In the ongoing battle between deepfake technology and detection techniques, forgery technology will 

continue to improve, and the forged content will become increasingly realistic. This will present 

significant challenges for detection technologies. While there are already many deepfake detection 

technologies on the market, as mentioned earlier, most current methods are still focused on detecting 

specific targets or objects. Achieving the generalization of detection technology is likely to require 

much more time and effort. 

Therefore, this paper aims to clarify the current state of research on deepfake detection based on 

spatial image features and outline the future development directions. To achieve this, the paper have 

organized and introduced several mainstream detection methods and reviewed many influential 

research results. At the same time, the paper highlights the challenges currently faced by deepfake 

detection, outlines the general future directions for development, and seeks to provide reference and 

assistance for the progress and breakthroughs in deepfake detection. 
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