
Research on the evolution of neural networks models in NLP 

Ziang Zhao 

College of Engineering, University of Wisconsin – Madison, 1415 Engineering Drive, 

Madison, WI, United States of America, 53706 

 

daniel.zhao@wisc.edu 

Abstract. Since their first emergence, neural networks have produced significant results and 

have been an essential tool for solving natural language processing (NLP) problems. This 

paper aims to provide insight into the development of neural network models and their 

application in various NLP problems. The efficiency of the different approaches would be 

analyzed and insight into the different models would be provided. Overall, neural networks 

have been proven to be essential for solving problems related to NLP, and it is believed that 

further advancements in newer models would see a surge in performances of questions that 

were currently considered hard.  
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1. Introduction 

Neural networks, being an important constitutional method that has been used for solving problems 

within the field of natural language processing (NLP), has evolved into several different models that 

each have been utilized for different problems. While the utilization of neural networks has been the 

central of solving NLP problems for extended periods, there is a lack of an integrated understanding of 

how the different models work for specific problems within the field. This paper is aiming to provide 

insight through the different utilization of the different models of neural network and tends to present 

an overview review of the applications of different neural network models within the field of natural 

language processing. This paper would start by briefly discussing the basics of neural networks and 

would continue to elaborate on the different kinds of neural networks, the theory behind the usage of 

these neural networks, and an analysis on some cases where these neural networks were being used in 

problems of NLP. The analysis would be based on a few studies on utilizing neural networks on NLP 

problems and is aiming for analyzing the model being used and the results from the training of these 

models.  

2. Feed-forward neural network 

The most basic form of the neural network is often considered to be the feed-forward neural network. 

The idea of this type of neural network was being first adopted from an analogy of the computational 

mechanisms of brains. In the analogy, individual neurons were being considered as computational 

units that would accept certain inputs as features and computes an output. The output is frequently 

thought to be determined by a non-linear function that takes its input from a weighted sum of the input 

values. Within a neural network, individual neurons are being connected to one another, where the 

output from a specific neuron would become the input for one or more additional neurons. When data 
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is being presented to this network, both during training and execution, the data would only passes 

through the layers in sequence from the input in the form of features until output, one layer at a time 

and would not revisit a previous layer. According to Goldberg [1], neural networks were considered 

special due to their non-linearity, which could often outperform traditional linear models.  

 

Figure 1. Representation of a two layer feed forward neural network. 

Within the field of NLP, one problem that has benefited from neural networks has been parsing. One 

significant example of this could be parser construction through the work of Chen and Manning [2], 

where a parser has been constructed through a neural network and have achieved a relative higher 

accuracy comparing to existing parsers.  The features that are being utilized for the training were a 

dense vector containing information of the word itself, their part-of-speech (POS) labels, and a series 

of dependency-based labels that were being derived from the arc-standard system, where the parse tree 

of the inputted sentence is being stored. The neural network is being designed to contain only a single 

layer that utilizes a cube activation function, which, after taking the weighted sum of the selected 

features, and then was taken as a cubed result. The output from this single layer of neurons were 

further being applied with a weighted sum and a SoftMax function to allow for multi-class 

probabilities. When the training of the neural model is completed, it is shown that the model would 

correctly shows the outcome at about a 90% accuracy rate for English database examples and over 82% 

accuracy for a Chinese database example. Furthermore, the model is proved to be much faster in terms 

of parsing speed than the popular parsers that were being selected as comparisons. The testing results 

have shown that the neural network model is able to parse at about 150% as fast as the popular parsers. 

Another similar result comes from the work of Lewis and Steedman [3], who built a Combinatory 

Categorial Grammar parser that uses discrete features for word and suffix embedding. The neural 

network that is being used utilized a tanh activation function for its only hidden layer and utilizes a 

similar SoftMax function for the output layer. The parser itself works comparably better than other 

models, which indicates that the neural network model is much more efficient and accurate than 

traditional models.  

3. Convolutional neural network 

Even though a simple feed-forward neural network sometimes may be enough for problem-solving of 

problems within the field of NLP, sometimes it is necessary for the sequence of the data that was 

being used for training to be important, such as in problems of sentiment analysis within NLP. While 

traditional feed-forward neural networks would help to solve these kinds of problems, they would 

require significantly longer time. This is when the idea of a convolutional neural network being come 
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to place. A convolutional neural network is like a traditional feed-forward neural network, however, 

not all input features are fully connected towards neurons. Instead, a convolutional neural network 

would utilize convolution layers to allow local features to be merged and produce a feature vector 

from the local input. Furthermore, a pooling layer is also often placed after the convolution, mainly 

being utilized to reduce the dimensions of the outputted features. Through the utilization of 

convolutional neural networks, the details of local features could be extracted and thus help to evaluate 

the training results better.  

 

Figure 2. A convolution neural network that is used in image analysis. 

While convolution neural networks were traditionally being utilized within the field of computer 

vision, its ability to extract local features could also be utilized for problems within NLP. An example 

would be the example that we talked about in the previous paragraph, i.e., the sentiment analysis. To 

be more specific, convolution neural network has been useful in solving the problem of sentence 

modeling, as shown by the work of Kalchbrenner et al.  [5]. In their work, they purposed the 

utilization of a dynamic k-max pooling strategy, in which, instead of the traditional form of pooling 

where a fixed number of the most active features were being selected after the convolution of a local 

area, the number of features were selected during pooling have been dynamic and was related to the 

length of the input. Through utilizing these methods and accompanied by the convolution neural 

network, their trained model was able to achieve overall about a 87.4% accuracy when predicting the 

sentiment of tweet, which is shown to be better performing than any other of the models being 

provided as comparison. A similar result could be seen from the aspect-based multilingual sentiment 

analysis model completed by Ruder et al. [6]. The convolution neural network would directly take a 

padded input as its features and would apply convolution and pooling towards the text until the result 

is being processed by a SoftMax output activation function. After the training process, when being 

placed in different language settings, the model tends to perform well majority of the time, and would 

nearly always holds an accuracy of more than 70% despite the different languages, which was largely 

attributed to the language independence that occurred from the training of the models. Overall, the 

convolution neural network has produced relative greater results comparing to traditional neural 

network as a great improvement within the field.  

4. Recurrent neural network 

Despite the largely accuracy increase of the utilization of convolution neural networks, they might not 

always be the case where we only want to look at the most salient features of the input features within 

problems of NLP. In certain cases, we would want the sequence structure of the input to be preserved, 

which is where recurrent neural network would be a better choice. A recurrent neural network could 

be considered more like a traditional neural network in terms of the layers, except that they would also 

accept information from a previous sequential input, allowing the entire sequence to be processed 

while preserving the properties of the sequence. The information would cycle through the neural 

network, which has allowed the feature to be extracted more easily when processing sequential data 

[7].  
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Figure 3. Image of representing a RNN model for NLP questions. 

Since information would be cycled through the neural network and allows for the sequence to be 

understood as information [8], an example for utilizing the network model would be the example of 

the work by Dodal and Kulkarni [9], which was an information retrieval system for multiple languages. 

This system would take the input of a sentence and produce a ranked output of the number of items 

available. The system was developed utilizing a deep learning recurrent neural network, which usually 

contains multiple hidden layers. After the input words were being transformed into a vector 

representation of different features, the features were being extracted and matched against the 

information and would output the rank based on a calculated ranked score from the features.After the 

network has been trained, a test of 100 English queries have produced an accuracy of over 60% for the 

mapping to both languages (Hindi and Marathi). While this accuracy might not seem to be high, it is 

worth noting that the accuracy would be much higher when the input would be in a correct 

grammatical structure.  

While a recurrent neural network might be enough for solving specific problems, it still has its own 

problems, one of the most prominent being the problem of long-term dependence. Since the data were 

being led and computed by the model through cycles, it is very likely that the data that was being 

placed earlier into the system would have less weight as the number of cycles of the data increases, 

which is going to be a problem as an old output might not be correctly identified by the model. 

Fortunately, a recurrent neural network variant known as Long Short Term Memory (LSTM) was 

attempting to solve the problem [10-12]. LSTM has a relative similar structure of the network as a 

recurrent neural network, but there has been an additional concept of a “forget gate”, where it would 

gradually learned to forget specific information by only filtering specific information from the 

previous output into the next cycle, namely to reduce the problem of long-term dependency.  
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Figure 4. Image Representation of the LSTM Model. 

A good example of recurrent neural network and LSTM being put into usage within the field of NLP 

would be of the part-of-speech (POS) tagging, according to the model built by Bahcevan et al. [13]. 

The POS tagging task was designed for the language Turkish, and it utilized both the recurrent neural 

network and LSTM briefly discussed above. After the words were being placed into the models 

separately, both models have produced promising accuracy on the tagging process, with both the 

neural network and the LSTM model achieving an accuracy nearly to be 80%, which were quite 

promising as the data that was being used to train was not large, but they were still far more efficient 

comparing to traditional models that utilizes hand-crafted features or linguistic rules.  

5. Conclusion 

Neural networks have been powerful tools that could be utilized within problems of NLP, providing 

efficient solutions towards problems within the field. As the neural network evolves from its most 

straight-forward feed-forward neural network, towards a slightly complicated form of convolution 

neural network, and finally to a recursive neural network, more and more complex problems within 

NLP could be solved through the utilization of these networks, ranging from parser design towards 

sentiment analysis and finally POS tagging. Even though this paper might act as an overview of the 

development of NLP, only selected examples were being discussed and analyzed, and it would be 

important to notice that the changes within models would not be a chronological development, rather 

than just different tools for different problems. As more and more advanced neural network models 

were being purposed, it is safe to assume that there would be more problems related to NLP that 

would see a great improvement in its performance.  
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