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Abstract: In the context of the growing popularity of fortune-telling in modern Chinese 
society, this paper attempts to construct and optimize a language model specifically for 
fortune-telling and compares its performance with mainstream models such as ChatGPT and 
Llama. Due to the antiquity and cultural particularity of Chinese fortune-telling systems such 
as Zhou Yi and Eight Characters, they face unique challenges. We generated a customized 
Chinese fortune-telling data set through ChatGPT, crawled the data on multiple websites, 
continuously optimized the instructions to build specialized GPTs, and improved its output 
by continuously optimizing the question design and design. We then evaluated and compared 
the model's responses in the fields of career, finance, and health, and the results showed that 
the optimized model outperformed ChatGPT in terms of accuracy and depth of prediction. 
The paper also highlights the importance of preserving Chinese cultural traditions through AI 
and explores the user-friendliness of GPT-based solutions when training custom models. 
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1. Introduction 

1.1. Background 

Fortune-telling has a long history in China. Its origin can be traced back to the ancient Chinese 
people's observation of astronomy, the calendar, and some natural phenomena 4,000 years ago, as 
well as the development of philosophical ideas such as Yin, Yang, and Five elements. It includes a 
variety of forms, such as "Purple Star Astrology", "Feng shui", "Birth eight characters", etc., to help 
people predict the future or make decisions [1]. Although the popularity of modern technology and 
scientific concepts has affected the living environment of fortune-telling, which has no scientific basis, 
as a traditional cultural phenomenon, it still has a wide audience in Chinese society [1,2]. 

Nowadays, ChatGPT is more familiar with the Western fortune-telling system. Compared with the 
Chinese fortune-telling system, the features of Western fortune-telling include astrology, tarot cards, 
zodiac signs, and spiritual interpretation. It usually analyzes people's future character and fate through 
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their horoscope and the celestial signs at birth or uses randomly selected tarot card symbols for inner 
exploration [2]. 

Training a large language model specifically for fortune-telling presents many challenges. First of 
all, the Chinese fortune-telling system can be traced back to the Shang Dynasty, which was an era 
full of superstition and ghost worship and gradually formed a system after thousands of years of 
development. Many classic reference materials, such as the Book of Changes and the Three Lives of 
Tong Hui, are written in ancient Chinese, and some of them are special terms or metaphors based on 
ancient cultural background, which are difficult for readers to understand and popularize among the 
public today [3]. For machine learning, the model will have trouble understanding these cryptic 
sentences.  

In addition, many contents of these ancient books are scattered among folk people, lacking 
standardized text, and some contents have strong mystery and folk color, which makes it difficult to 
organize this information into an effective and suitable data set for machine learning. Therefore, high-
quality datasets that can be used to train fortune-telling language models are scarce. Most importantly, 
fortune-telling theories are usually vague and open to interpretation, lack unified evaluation standards, 
and may encounter problems that make the model output difficult to verify in the training process. 

1.2. Related Work 

At present, international research on artificial intelligence in the field of fortune-telling mainly 
focuses on language processing and data mining. Harshita Chadha of George Washington University 
designed Zoltar. This AI system uses natural language processing and data-driven methods to 
simulate holograph conversations using New York Times constellation data and related Reddit 
community data [4]. The Network and Information Security Research Center of Harbin Institute of 
Technology (Weihai) has developed a large fortune-telling model that is fine-tuned based on an 
existing base model. It uses a Chinese AI model to answer questions, providing users with an accurate 
and interesting fortune-telling experience [5]. 

Spyros Makridakis and Fotios Petropoulos focused on comparing the correctness of standard 
ChatGPT and custom ChatGPT answers to domain-specific questions, such as prediction [6]. The 
difference between the two versions in providing accurate answers was evaluated, but this study 
favored statistical and scientific predictions based on data rather than traditional culture-based 
divination systems. Generally speaking, there is relatively little research on the large model of life 
language in the world, which is a topic with great potential, and this is also an important reason for 
our study. 

1.3. Our Work 

In this work, we attempt to build a large model of language specifically for fortune-telling, aiming to 
outperform ChatGPT in performance and answer quality. By continuously optimizing instructions, 
we build the GPT model and train and test it using high-quality fortune-telling datasets. At the same 
time, we also use the same data set to train Llama3, the world's best-performing Chinese language 
model, and compare its performance with ChatGPT, Llama3, and GPTs. 

The comparison results show that our model has significant advantages over ChatGPT in terms of 
efficiency and user-friendliness. Unlike ChatGPT, which is mainly familiar with Western astrology, 
our model can accurately deal with complex traditional Chinese fortune-telling problems such as 
Zhou Yi. In addition, our model is significantly better than ChatGPT in the accuracy and depth of 
predictions in the fields of career, finance, marriage, health, etc., and can provide users with more in-
depth analysis and advice based on fortune-telling knowledge. The high-quality user experience 
performance is also a highlight of our model, which generates answers that are more in line with user 
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expectations and significantly outperforms ChatGPT in sentiment analysis and interactivity. At the 
same time, our model also has some disadvantages. The most fatal drawback is that the model relies 
on a specific fortune-telling data set and is small in scale, resulting in less generalization than 
ChatGPT when dealing with a wide range of topics and reasoning needs. In addition, the 
internationalization and multilingual support of the model is weak, and although it can handle some 
English problems, ChatGPT performs better in English environments. 

2. Model Description 

2.1. Literature Review 

In the 1980s and 1990s, fortune-telling and divination became popular again in this society. Emily 
Baum's research found that in the context of rapid modernization and social unrest, people feel 
anxious and uneasy about the uncertainty of their fate and the direction of their lives [7]. Despite the 
government's continuous promotion of scientific rationality and suppression of feudal superstition, 
traditional cultural forms such as divination persist and become a way for people to seek 
psychological security. The popularity of fortune-telling in China has also inspired researchers to 
develop convenient fortune-telling tools. 

How to generate grammatical-error-free and reasonable answers is also a big challenge for large 
language models. Yuchen Lin's research shows that the existing mainstream generation models (e.g. 
GPT-2, BERT, etc.) do not perform well in CommonGen tasks, and the generated sentences often 
have grammatical errors or do not conform to common content [8]. Especially when dealing with 
restricted text generation tasks, it is difficult for the model to reasonably integrate concept words to 
generate natural and commonsense sentences, which points out a new direction for the development 
of language models and emphasizes the importance of combining commonsense reasoning ability. 
However, Jaehyung Seo's experiment enhances the commonsense reasoning ability of language 
models by integrating human-centered knowledge, thereby improving the rationality and relevance 
of the text generated by the model. PU-GEN constructs a human-centric knowledge base by collecting 
common-sense knowledge about human behaviors, emotions, and social interactions, covering a wide 
range of everyday situations and human reactions and decisions in specific situations [9]. This 
knowledge is integrated into existing generative models (such as GPT-3, T5), and through knowledge 
injection and generation control, the model references commonsense knowledge to improve the 
rationality of text generation. The model is trained and optimized by self-supervised learning and 
reinforcement learning, which can recognize the input context and invoke relevant commonsense 
knowledge to support the generation process [8,9]. 

One of the most serious problems we face today is how to obtain high-quality fortune-telling 
datasets. Professor Meltem Kurt Pehlivanoğlu's research has provided an idea for generating fortune-
telling data using ChatGPT [10]. Due to the short duration of this study, the team used specific 
instructions to generate GPTs and used a high-quality dataset to train this model. When multi-modal 
large language models deal with prompts with deceptive information, how to effectively identify and 
respond to such information is an important challenge. Yusu Qian's research points out the idea for 
us. The authors propose MAD-Bench, a carefully designed benchmark set containing 1000 test 
samples divided into 5 classes such as nonexistent objects, number of objects, spatial relations, etc. 
[11]. The experimental results show that GPT-4o performs the best. The authors also proposed a 
simple improvement by adding an extra paragraph to the deceptive prompt to encourage the model to 
think carefully before answering the question, resulting in improved accuracy. At the same time, Bo 
Li's research on context instruction fine-tuning provides help for the improvement of model 
performance. That is, the method of context instruction fine-tuning is used to enhance the model's 
ability to understand and execute instructions by fine-tuning in different tasks and scenarios [9-11]. 
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2.2. Methodology 

The experimental method of the fortune-telling model project is to continuously compare the 
ChatGPT model by optimizing the data set and optimizing the instructions, to iteratively upgrade the 
model's answers to users' fortune-telling questions. 

2.3. Dataset Construction 

In this project, a fortune-telling dataset based on Chinese content was established for training fortune-
telling models. The fortune-telling dataset includes data from different fortune-telling systems, such 
as Zhou Yi and Ba Zi. The dataset mainly comes from public fortune-telling books and online 
resources, and the data is extensive and accurate. 

2.3.1. Dataset Sources 

Our data mainly comes from three aspects, the most important part comes from classic fortune-telling 
books, such as Zhou Yi [12], which ensures that the model can learn the most authentic and 
authoritative knowledge of Chinese fortune-telling. Secondly, the Harbin Institute of Technology 
research team shared the data they used online, which is mainly used to train our model, about 100,00 
pieces [5]. Finally, as mentioned above, we used ChatGPT to generate some conversations and 
answers for specific situations as part of the data to validate and evaluate our model. 

2.3.2. Diversity of Dataset Sources 

Dataset contains millions of pieces of information, including fortune-telling logic such as five 
elements and date of birth. It can effectively infer issues such as love, marriage, wealth, and health in 
traditional Chinese fortune-telling. When users provide their personal information, the model can 
give answers based on fortune-telling knowledge. 

The dataset also includes different fortune-telling systems, such as Zhou Yi and Wu Xing. The 
model can use different fortune-telling systems in the dataset to generate the prediction results 
required by users according to different users' preferences for different fortune-telling systems. 

2.3.3. Dataset Preprocessing 

In data set preprocessing, we performed text processing, feature extraction, denoising, data 
enhancement, and data set division [13][14]. 

Text cleaning: Remove irrelevant content, duplicate data, and format errors to ensure data accuracy 
and GPT model readability. Unify data formats such as date, time, name, etc. to ensure consistency. 
Feature extraction: Extract relevant features, such as five elements, numerology information, etc., to 
provide more contextual information for the model. De-noising: Remove common useless 
information, such as general greetings or irrelevant descriptions. Data enhancement: Generate variant 
data according to needs to improve the robustness of the model. Divide the data set: Divide the data 
into training sets, validation sets, and test sets to ensure the fairness of model evaluation. 80% training 
set and 20% test set is the division of our dataset. 

2.4. Model Training 

In this project, the GPT fortune-telling model has been extensively trained to ensure that it can 
accurately answer questions based on the traditional Chinese fortune-telling system. The method of 
optimizing the model is mainly to modify instructions and update data sets, and further improve the 
capabilities of the fortune-telling model through continuous testing and evaluation. 
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2.5. Comparison Object 

Testing on untrained ChatGPT as a control experiment was the first step. When asked questions about 
fortune-telling, such as "I was born on October 5, 2002, at 22:15. When will I have a child?" and "I 
was born on October 5, 2002, at 22:15. What is my fortune?", ChatGPT would answer "Based on 
your birth information, I cannot directly predict when you will have a child in the future"(see Figure 
1)and some constellation answers (see Figure 2). ChatGPT could no longer give answers based on 
fortune-telling knowledge. 

 
Figure 1: Untrained ChatGPT response to "When will I have kids" after getting the user's date of birth 

 
Figure 2: Untrained ChatGPT gets the user's date of birth and answers to the question "Wealth 
fortune" 

2.6. Upload Dataset 

The preprocessed data set is uploaded to the model to train the model. The model learns numerology 
knowledge such as Zhou Yi, Five Elements, and Astrology, and gradually improves its understanding 
of different numerology systems. By providing question-and-answer pairs, the model learns how to 
deduce conclusions from fortune-telling information. 

In the early stages of the test phase, the fortune-telling model was still unable to answer some 
questions based on fortune-telling knowledge. Instead, it would use the pre-trained knowledge of 
constellation to answer the questions. This phenomenon may be due to the small size of the dataset, 
which causes the model to still rely on the constellation-related knowledge acquired during its pre-
training stage when generating answers. However, when the dataset size is expanded, the model can 
output results based on fortune-telling knowledge more stably and accurately. 

2.7. Optimization Instructions 

In terms of instruction optimization, Prompt engineering is the main experimental tool [15]. Prompt 
engineering is a technique that guides the model to output expected results by designing specific input 
instructions [16]. We made three-step instructions for the fortune-telling model [17].  

First, "The fortune-telling model is a model that can answer fortune-telling questions based on the 
personal information provided by the user and based on fortune-telling knowledge. It cannot answer 
information about constellation". After issuing this instruction, the fortune-telling model can stably 
output answers related to the five elements, Zhou Yi, and another knowledge [18]. (see Figure 3) 
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Figure 3: The fortune-telling model trained with the dataset and the first step instruction gives the 
answer about the user's wealth fortune. 

In the second step, "The fortune-telling model can be based on the fortune-telling system proposed 
by the user, and independently analyze the fortune-telling problem only from the system." Based on 
the fact that people have their own personal preferences for different fortune-telling systems in real 
life, we can understand the user's need to use different fortune-telling systems. After adding this 
instruction, the fortune-telling model can provide answers from a specified fortune-telling system 
(such as the Five Elements, Zhou Yi) according to the user's requirements. (see Figure 4) 

 
Figure 4: Fortune-telling model using Zhou Yi to answer the user's academic fortune. 

In the third step, we optimized the English answers of the model. "When the fortune-telling model 
faces English questions, it should search for information in the Chinese dataset and translate it [19], 
and give answers based on the English pre-training dataset." [20] We found that ChatGPT has a 
certain pre-trained data set for the English environment, but it only includes the five elements. The 
fortune-telling model cannot use the Chinese data set we input in the English environment. This 
instruction is mainly to let the fortune-telling model call the content of the Chinese data set when 
answering English questions and translate it into English. At the same time, use the pre-processed 
English data to enrich the answers. This instruction adds knowledge such as Zhou Yi and Ba Gua to 
the English answers of the fortune-telling model (see Figure 5). 
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Figure 5: The fortune-telling model answers the user's English question about academic fortune in 
English 

3. Model Evaluation 

Due to the subjective nature of the fortune-telling tasks, we need to incorporate an automatic metric 
as well as a human evaluation metric to fairly evaluate the models. Automatic metrics rank the model 
in terms of its conversational abilities while human evaluation ranks the model based on its factual 
accuracy as well as the subjective experience of using the model. Both the automatic metrics and 
human evaluation will have a 50% weight on the model's final evaluation, with automatic metrics 
focusing on conversational ability and human evaluation focusing on factual details. We will compare 
our GPTs model with Llama3.1, Google Gemini, Microsoft Copilot, ChatGLM, and most importantly, 
ChatGPT.  

3.1. Automatic Metrics 

Since the automatic metrics are aimed at evaluating the model's conversational abilities, we will only 
be using metrics that directly evaluate the responses of the model. The metrics that we will use are 
the Diversity Metrices (Distinct-N), Repetition Metrices (Type-Token Ratio), Sentiment Analysis 
(VADAR), and Relevancy Check (cosine similarity). The weight of the automated section will be 10% 
for repetition, 25% for diversity, 40% for sentimental analysis, and 25% for relevancy test. 

3.2. Diversity Metrics 

We use the Distinct-n to evaluate how diverse our models are by calculating the proportion of unique 
n-grams in the response generated in the model. The Distinct-n is calculated as 

Distinct-n =	
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑈𝑛𝑖𝑞𝑢𝑒	n-grams

𝑇𝑜𝑡𝑎𝑙	n-grams  

We will use the Distinct-2 metrics to determine how well the models are able to generate diverse 
responses. 
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3.3. Repetition Metrics 

For repetition metrics, we will incorporate the unigram repetition test to ensure the model does not 
excessively repeat itself and produce redundant responses. We will be using the Type-Token Ratio to 
determine the unique vocabulary per total vocabulary of the models.   

Type-Token Ratio =	
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑈𝑛𝑖𝑞𝑢𝑒	unigrams

𝑇𝑜𝑡𝑎𝑙	unigrams  

3.4. Sentiment Analysis 

Since we are evaluating the conversational abilities of LLMs via the automated metrics, the tones and 
emotions from the responses played a major role in determining how well the model can generate 
positive emotional responses using VADAR (Valence Aware Dictionary for Sentiment Reasoning). 
Ensuring the models generate fitting responses is crucial for a smooth user experience, and a high 
VADAR score will indicate the model's ability to emulate a fortune teller.  

3.5. Relevancy Test 

The relevancy test aims to find out how closely related the prompt and the response generated by the 
models are. We will use a sentence transformer to embed the prompt and the response to measure the 
cosine similarity between them. Cosine similarity is calculated as    

Cosine_similarity(A,B) =	
A⋅B

‖𝐴‖‖𝐵‖ 

Where a high cosine similarity indicates a high correlation between the prompt and the input. 

3.6. Human Evaluation 

While automated metrics were able to capture how well the model performs in terms of conversational 
abilities, human evaluation is necessary, in fact, even more important than automated metrics for our 
purposes. Fortune telling's subjective nature, as well as the lack of data related to it, has made it hard 
to depend on automated metrics to determine the accuracy of these models. Therefore, human 
evaluation is crucial in our subject, and it will be used to determine the accuracy of the LLMs we 
used as well as the overall user experience.  

3.7. Accuracy 

While there are no definitive answers in the field of fortune-telling, Chinese fortune-telling is mainly 
based on Chinese classics such as I Ching (易经) and fortune-telling systems such as Feng Shui (风水) 
and Bazi (八字). Therefore, the relevancy between the response from the LLMs and their analysis 
based on these systems is a crucial part of LLM analysis. Citations back to classics are preferable, as 
they are an important aspect of fortune-telling processes. Responses that show a logical analysis based 
on these systems will be given a higher accuracy score for human evaluation.  

3.8. User Experience 

Finally, the user experience of using the model also plays an important role in determining how good 
the model is. This includes how interactive the model is, how well the model internalizes the given 
information, how helpful the response is, and how satisfied the user is with the results of the fortune-
telling.  

Proceedings of  the 5th International  Conference on Signal  Processing and Machine Learning 
DOI:  10.54254/2755-2721/100/2025.21198 

201 



 

 

3.9. Results 

Overall, GPTs perform the best under the combination of automated and human evaluation matrices 
and human evaluation, while ChatGPT performs the best under purely automated evaluations. This 
is partly due to the bias of repetition and diversity tests' bias towards shorter responses. In addition, 
due to the language structure of the Chinese language, it is common for longer responses to get lower 
repetition and diversity scores, since the same grammar particles were used more often in longer 
responses. GPTs excel in sentimental analysis, as it was able to generate more fitting responses than 
the other models. 

Table 1: Automated Metrices for LLMs 

 GPTs ChatGPT 
4o mini 

Llama3.1 Microsoft 
Copilot 

Google 
Gemini 

ChatGLM 

Repetition 
N=1 

0.22628 0.42396 0.29129 0.40481 0.50282 0.39334 

Diversity 
N=2 

0.589105 0.78850 0.55105 0.74698 0.81534 0.77254 

Sentiment 
Analysis 

0.9981 0.993 0.9239 0.9932 0.9744 0.9849 

Relevancy 0.38 0.76 0.74 0.76 0.29 0.68 
 
Table 1 shows the evaluation scores from multiple automated metrices to determine the 

repetitiveness, diversity, sentimental analysis, as well as relevancy of the different models. We found 
that these automated metrices have a bias towards models that generated a shorter response, especially 
in the repetition and relevancy test. While it provides insights into the model’s conversational 
reasoning, it is unable to determine how logical the response was. This metric provides the evaluation 
of how appealing and diverse from the responses generated.  

Table 2: Human Evaluations for LLMs 

 GPTs ChatGPT 
4o mini 

Llama3.1 Microsoft 
Copilot 

Google 
Gemini 

ChatGLM 

User 
Experience 

1 0.7 0.5 0.7 0.2 0.5 

Accuracy 1 0.8 5 0.8 0 0.8 
 
Table 2 shows the evaluation results from the use of human evaluation and emphasizes on user 

experience and the accuracy of the prediction results. The models that perform best under human 
evaluation are the models that were able to ask follow-up questions and accurately make predictions 
based on Chinese classics. This metric measures the subjective user experience and provides a fact 
check to the responses generated.  

Table 3: Overall Evaluation 

 GPTs ChatGPT 
4o mini 

Llama3.1 Microsoft 
Copilot 

Google 
Gemini 

ChatGLM 

Automated 
Score 

0.66 0.83 0.72 0.81 0.71 0.79 
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Human 
Score 

1 0.75 0.5 0.75 0.1 0.65 

Overall 0.83 0.79 0.61 0.78 0.405 0.72 
 
Table 3 provides the final evaluation based on the results of Tables 1 and 2. It shows the final 

rankings based on the results of both the automated and human evaluations. Overall, while GPTs 
sacrificed conversational reasoning, it was able to outperform every other model when it comes to 
sentiment analysis, accuracy, and user experience. The conclusion from Table 3 shows the overall 
effectiveness and how user-friendly the models were based on the automated and human metrices. 

4. Compare with ChatGPT 

4.1. Result 

After GPTs can respond successfully to all the new data set input, these outputs are divided into 4 
sections: career, financial condition, marriage, and health. The same input is chosen and is asked in 
these two models, and then the comparison between them is made. 

4.2. Career 

First, Figure 6 is a summary of all the aspects that these two models can cover when predicting careers.  

 
Figure 6: The comparison between ChatGPT and GPTs 

As is shown in Figure 7, both explain one's future career based on Ba zi analysis, characteristics 
of career, development of career, career planning, recommended career, and provide few suggestions. 
Nevertheless, one thing that is noteworthy is that ChatGPT can analyze it according to constellation. 

Additionally, other outputs are extremely similar, for example, in the Ba zi analysis, basically both 
give the same response. However, ChatGPT can give a more detailed answer. In the next graph, the 
red arrow points towards the output on GPTs while the blue arrow points towards the output on 
ChatGPT. 

Table 3: (continued). 
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Figure 7: Ba zi analysis on GPTs and ChatGPT 

Figure 8 is the constellation analysis in ChatGPT, this includes the sun sign, moon sign, and 
ascendant sign. For instance, if someone was born on 5th October 2002, then ChatGPT and identify 
his constellation, which is Libra, however, to obtain the moon sign and the ascendant sign, more 
information is needed.  

 
Figure 8: Constellation on ChatGPT 

4.3. Financial Condition 

As Figure 9 shown, for the financial condition prediction, they output less information, in addition to 
Ba zi analysis, financial condition development, and suggestions, GPTs can also provide 
characteristics of financial condition, and this is something that ChatGPT cannot provide. 
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Figure 9: Comparison between GPTs and ChatGPT in financial condition 

Therefore, in this case, GPTs can perform better than ChatGPT, because they can analyze the 
characteristics first. 

 
Figure 10: Financial fortune analysis on GPTs 

As is shown in Figure 10, three aspects of financial fortune analysis are provided, including ‘wealth 
is based on wisdom and adaptability’, ‘opportunities and challenges coexist’, and ‘accumulating 
wealth through innovation and independence’. 

4.4. Marriage 

Marriage is an extremely particular topic in this case because basically, ChatGPT cannot give any 
relevant output about it, it cannot provide any suggestions or any prediction of someone's marriage. 
Even though ChatGPT knows how to analyze it just cannot give a response. 

However, GPTs explain it in detail. 

 
Figure 11: Aspects when predicting marriage on GPTs 

Proceedings of  the 5th International  Conference on Signal  Processing and Machine Learning 
DOI:  10.54254/2755-2721/100/2025.21198 

205 



 

 

Figure 11 represents the contents of the foretelling of marriage on GPTs. From this, it is reasonable 
to see that it consists of four segments: Ba zi analysis, characteristics of marriage, Zhou Yi analysis, 
and little advice.  

For instance, if a person was born on 5th October 2002, then he has Xin gold fate and a strong 
presence of fire based on Ba zi analysis. Nevertheless, this person may have deep emotion but 
reserved expression, and his early marriage may be less stable than later. Besides, GPTs also illustrate 
the possible characteristics of his partner and the challenges that could occur in their marriage. In 
addition, GPTs analyze it according to Zhou Yi. In this case, it explains the emotional 
interdependence and support, claims that this marriage is stable and enduring, and mentions how to 
balance relationships in marriage. Furthermore, GPTs provide some suggestions, including it is better 
to marry later, and they have to strengthen communication and understanding and declare the 
significance of tolerance and compromise. 

4.5. Health 

When foretelling whether someone will have some health problems, both ChatGPT and GPTs output 
less information than the other three aspects.  

 
Figure 12: Comparison of health foretelling 

Figure 12 illustrates the distinct responses from ChatGPT and GPTs. In fact, GPTs do the analysis 
depending on the book called Zhou Yi, which emphasizes that the person who was born on 5th 
October 2002 should be aware of the significance of his liver, eyes, nervous system, heart, spleen, 
and digestive system. In contrast, ChatGPT first analyzes it according to Ba zi and then analyzes it 
from five elements which are metal, wood, water, fire, and Earth. After that, it provides several 
suggestions. 

 
Figure 13: Guidance depends on Kun 

As shown in Figure 13, GPTs also gives some guidance based on an element named Kun in a book 
named Yi Jing. And it consists of three aspects: nurture and rest, listen to your body, and moderation. 
First, it analyzes the characteristics of health of this person, then it emphasizes the significance of the 
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rhythms and signals of the body, eventually, it mentions patience and consistency to remind the 
hazards from imbalance. 

5. Conclusion 

The initial goal of this project was to train a model to do Chinese traditional fortune-telling, which 
most of the mainstream models ignored. AIs commonly do well in Western fortune-telling but have 
0 knowledge about Chinese ones. Our point was to do all these works in a beginner's view, and to 
compare popular solutions, to see how well they perform within what a normal person can achieve. 
Most researchers focus on the actual capability of the models only and ignore the users' experience 
for normal users. We found that GPTs are still the best way to train a model by yourself, and it's a 
great opportunity for AI practitioners to join the user-customizable big model team and release similar 
services. 

Even though open-sourced platforms like Hugging Face are easy enough to use, there are still 
barriers for average users to train customized models, like high VRAM usage, python coding, and 
datasets in specific formats. We tried several models, including Llama, the most popular open-
sourced model; ChatGLM, with the best Chinese localization; and GPTs, the most convenient and 
effective solution. GPTs perform the best among these choices. Its training difficulty is much lower 
than digging into the open-sourced models and doing actual coding. The quality of output is also way 
better, for datasets are easy to obtain. Again, it doesn't mean that other models are bad, but the learning 
difficulty of training and fine-tuning is too high for beginners. It is really impressive that GPTs has 
gone so far on a user-customized model. It's user-friendly, no coding is needed, datasets are easy to 
find, and the training result is much better than DIYing with open-sourced ones for beginners, not to 
mention its low reliability on local computing resources. A normal user may spend days learning to 
apply big models on Hugging Face, with tons of trials and errors, while the training process can be 
done in a few hours on GPTs. Thanks to GPTs, training big models don't have to be geeks exclusive 
only. 

Chinese traditional fortune-telling is one of the treasures of Chinese culture but has rarely been 
treated like other "formal" artistic forms. It was even considered cultural rubbish in the past few 
decades. Today, the meaning of fortune-telling is far from practical use. Instead, it's more like an 
entertainment. As fewer and fewer people ever treat it seriously and learn it, it's time for us to come 
up with a proper method to preserve these skills. AI is awesome to do so, not only for Chinese fortune-
telling. Endangered languages, Chinese traditional medicine, and rare music forms are all great 
examples for AI to learn and preserve. As for normal people, it can be applied to preserving and 
simulating the way how a family member acts and talks. It can be extremely valuable for people who 
are going to be away from loved ones. 
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