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Abstract: Rising global vehicle numbers lead to traffic congestion, which is influenced by 

temperature. Nowadays, temperature forecasting has reached a high level of sophistication, 

so it is feasible to predict traffic volume based on the forecasting temperatures. To predict the 

traffic volume, collected the traffic and weather data of I-94 Interstate highway. Based on the 

data, the simple linear regression model (LR), polynomial regression model (PR) and random 

forest (RF) were applied. With the comparison between simulation performances, RF 

demonstrated the highest accuracy, with a correlation coefficient (R2) of 0.8364. To bolster 

the simulation performances of regression models, more constraints should be involved such 

as rainfall, snowfall, and cloud cover, should also be considered. Besides, more sophisticated 

algorithms, such as regression-enhanced random forests (RERFs) and improved random 

forest classifiers (RFC), should be applied as well. In conclusion, as more related factors are 

involved, the performance of regression models will be better, which serve for traffic 

management effectively, with accurate traffic flow prediction. 
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1. Introduction 

As the global economy progresses, the number of motor vehicles increases sharply. In 2022, there 

were about 1.446 billion cars in the world [1]. Obviously, people are dependent more and more 

severely on motor vehicle travel. In the United States, 91% of adults commute to work using personal 

vehicles [2]. Consequently, the road traffic volume exploded in growth, leading to numerous 

problems in traffic systems, such as traffic congestion. An effective traffic flow prediction serves as 

a vital foundation for transportation management, forestalling traffic problems. The key to achieving 

an accurate and reliable traffic flow prediction lies in modeling the complex and dynamic correlations 

among impact factors [3]. Thus, to predict traffic volume precisely, the regression models between 

impact factors and traffic volume have been established. A multitude of scholars conducted 

comprehensive studies on regression models for traffic flow forecasting. Bayati et al. developed a 

Gaussian process regression ensemble model for network traffic prediction, with 12% average 

prediction accuracy for different datasets [4]. In order to overcome the problems of low accuracy and 

the time-consuming of traditional prediction methods for short-term traffic flow in urban, Li proposed 

prediction methods based on a multiple linear regression model [5]. Yu et al. employed prediction 

models combining the Gorilla Optimization Algorithm and Whale Optimization Algorithm 

respectively, and the results demonstrated satisfactory training and prediction capabilities [6]. Huang 
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et al. developed a hybrid model of a neural network with VMD-CNN-GRU for traffic flow prediction, 

which significantly raises the precision of traffic flow forecasting [7]. Yu identified different patterns 

of traffic flows by a negative binomial model with smoothing splines [8]. Therefore, predicting traffic 

flow based on regression models is practical, and there are apparent research gaps concerning the 

specific impacts of temperature on traffic flow and the relationship between the two. However, 

climate change has been a global threat, particularly manifesting in global warming [9, 10]. As 

temperature changes, the life behaviors of people are transforming consequently [11]. Temperature 

is one of the key factors influencing transport patterns to people, affecting their decisions through 

multiple dimensions such as comfort, safety, health, and economy [12]. Nowadays, temperature 

forecasting has reached a high level of sophistication, so it is feasible to predict traffic volume based 

on the forecasting temperatures [13]. Therefore, to accurately predict traffic volume, temperature 

should be included as a significant factor affecting traffic volume. 

In this study, to predict traffic flow, a linear regression model (LR), polynomial regression model 

(PR) and random forest (FR) model were built. Besides, to find the optimum model, according to 

mean absolute error (MAE), mean absolute percentage error (MAPE), root mean squared error 

(RMSE), and correlation coefficient (R2) as simulation performances, the prediction accuracy of 

models were compared. 

2. Data and Method 

2.1. Data Collection and Description 

To obtain a wider numerical range about temperature, the I-94 Interstate Expressway in Indiana, 

where the seasons are distinct, was selected as the subject of traffic volume investigation. Information 

on daily hourly traffic volume, temperature, rainfall, snowfall, cloud cover, and visibility on the I-94 

Interstate highway was collected from 2012 to 2013. To minimize the error of the regression model 

possibly, selected 3 months with significant temperature differences: October 2012, January 2013, 

and May 2013. The details of the differences in these months are shown in Table 1. 

Table 1: Temperature of three Months comparing. 

 Maximum Temperature (K) Minimum Temperature (K) 

October 290 265 

January 276 240 

May 296 281 

 

The occurrences of different traffic volumes every hour in survey days were counted, and the 

distribution of traffic volume was shown in Figure 1(a), and the normal distribution curve was shown 

in Figure 1(b). 

 

(a)                                                                           (b)  

Figure 1: Investigation Results. (a) is the Distribution of Traffic Volume,(b) is the Normal 

Distribution Curve. (Picture credit: Original). 
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From Figure 1 (a) and Figure 1 (b), the traffic volume that appeared most frequently was 

approximately 3100 pcu/h, with a frequency of over 10,000 occurrences and a probability density of 

nearly 0.0040. Thus, the traffic conditions of the I-94 Interstate highway exhibited a high degree of 

smoothness and fluidity, indicating an obvious absence of traffic congestion. The basic information 

on daily hourly weather conditions during the survey period is shown in Figure 2. 

 

Figure 2: Weather Conditions. (Picture credit: Original). 

From Figure 2, the weather that appeared most frequently secondly was clear, with a frequency of 

more than 14000 times, which illustrates that the visibility for drivers on the I-94 Interstate 

expressway was impressive. Therefore, based on the traffic conditions and weather conditions, the 

traffic data from the I-94 Interstate highway was reliable. 

2.2. Data Pre-processing 

A continuous 20-day period within a month was chosen as the subject, from October 2nd to 21st in 

2012, from January 1st to 20th and from May 7th to 27th in 2013. The average traffic volume per 

hour of a day, and the average temperature per hour of a day, were calculated based on the original 

data. The processed data is shown in Table 2. 

Table 2: Traffic Volume and Temperature in Three Months. 

October January May 

Traffic 

Volume 

(pcu/h) 

Temperature 

(K) 

Traffic 

Volume 

(pcu/h) 

Temperature 

(K) 

Traffic 

Volume 

(pcu/h) 

Temperature 

(K) 

4219 290 1913 240 3838 288 

4017 286 2556 258 3754 291 
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4098 289 3540 264 3777 291 

4043 282 3402 263 3838 285 

3257 278 3208 267 3987 284 

2926 265 3185 264 3844 282 

3422 277 3361 264 3605 281 

3770 283 3364 271 3812 286 

3904 281 3749 270 4847 296 

3911 279 3372 271 4738 293 

4026 281 3730 274 4741 294 

3535 277 3762 276 3908 288 

3852 283 3338 264 3929 289 

3993 283 2668 258 4209 293 

3528 271 2851 259 4550 291 

3657 288 2301 244 3572 286 

3683 285 3814 269 3903 283 

3414 280 3165 262 3604 285 

3732 282 3853 271 3473 286 

3533 273 3202 267 3984 287 

2.3. Linear Regression 

Linear regression (LR) is a common machine learning algorithm used to analyze the linear 

relationship between independent variables (input features) and dependent variables (output results). 

The parameter of the random state was set as 2529. Based on the train set, established a simple LR in 

computer. By LR, the mathematical expression between traffic volume (V) and temperature (T) was 

shown in equation (1).  

V = 35.77941027 ∙ T − 6278.653997651144 (1) 

2.4. Polynomial Regression 

Polynomial regression (PR) is an extension of LR that models the non-linear relationship between the 

dependent variable (output features) and one or more independent variables (input features). PR 

captures non-linear relationships by transforming the input features into polynomial terms, such as 

squares and cubes of the original features, allowing for more complex patterns in the data. PR was 

established by the function of Linear Regression in the computer. By PR, the mathematical expression 

between V and T was shown in equation (2). 

V = −2015.47 + 0.54 ∙ T − 0.07 ∙ T
2

(2) 

2.5. Random Forest 

Random Forest (RF) is an ensemble machine learning algorithm that operates by constructing 

multiple decision trees during training time and outputting the average prediction in regression tasks, 

improving the prediction accuracy and control over-fitting. RF is used to analyze the complex 

relationships between independent variables (input features) and dependent variables (output results) 

by leveraging the wisdom of the crowd principle, where the combined predictions of multiple decision 

trees are more accurate and robust than those of a single tree. To establish RF in the computer, the 

Table 2: (continued). 
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number of decision trees used was set to 100, and the seed for the random number generator was set 

to 42. RF was a kind of algorithm, without a certain mathematical expression. 

3. Results and Discussion 

3.1. Experimental Setup 

LR, PR, RF were established by the function in scikit-learn, without certain optimizers, learning rates, 

or loss functions respectively. To ensure the rigor of the experiment, training sets of LR, PR, RF 

account for 70% of the dataset, and the test sets account for 30%. 

3.2. Experimental Results 

The experimental results of 3 regression models were demonstrated by graphs, for LR, the prediction 

results were shown in Figure 3. 

 

Figure 3: Linear Regression. (Picture credit: Original). 

In Figure 3, the first predicted values in the initial stage were significantly higher than the actual 

value. Besides, the growing speed of V in the expression did not catch up with the speed of actual V, 

when the T was over 290K. Thus, there were obvious prediction errors in it when the T was 

remarkably high. 

For PR, the prediction results are shown in Figure 4. 

 

Figure 4: Polynomial Regression. (Picture credit: Original). 
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From Figure 4, the distribution of test sets is concentrated from 260 K to 290 K. The experimental 

values in the middle stages were pretty near to the actual value. Nevertheless, compared to LR, it 

showed that the growth rate of V in the equation was analogous to the actual growth rate of V in the 

later stages, and a reliable prediction of the maximum value of V. However, the prediction of the 

minimum value in the beginning is still imprecise in PR. Therefore, the accuracy of this mathematical 

expression increased in the final stages, which warranted a refinement. 

For RF, the prediction results are shown in Figure 5. 

 

Figure 5: Random Forest Regression. (Picture credit: Original). 

From Figure 5, in the initial stage, the two predicted values were extremely close to actual values. 

In addition, it was obvious that when the T was 258K, 267K, 271K, 273K, 277K, and 283K, the 

prediction value of V was near to the actual value of them, even nearly equaled to the actual value at 

258K. However, the prediction was imprecise, higher than the actual value when T was low and lower 

than the actual value when T was high. 

To analyze the prediction accuracy of the 3 regression models more deeply, compared their MAE, 

MAPE, RMSE, and R2 as simulation performance metrics. The details are shown in table 3. 

Table 3: Simulation Performance Metrics Comparing. 

 MAE MAPE RMSE R2 

LR 252.8177 7.33% 296.4829 0.7863 

PR 203.1246 6.08% 245.0664 0.7972 

RF 187.9163 5.83% 225.9994 0.8364 

 

LR possessed the highest MAE, MAPE, RMSE, and lowest R2 which indicated that LR was 

inefficient in prediction. PR demonstrated the secondary lowest MAE, MAPE, and RMAE, and the 

secondary highest R2, which inferred that PR was precise comparatively in prediction. RF showed 

the lowest MAE, MAPE, and RMSE, with the highest R2, which illustrated that RF was optimum to 

describe the relationship between V and T, and predict V.  

LR, PR, RF all exhibited varying prediction accuracy in certain degrees, each with a MAPE less 

than 10%, respectively. However, none of them predict an extremely low value of traffic volume well. 

Besides, none of their R2 values exceeded 0.9, with the maximum value being approximately 0.8364, 

which was still below 0.85. Thus, the simulation performances of these models were inadequate, 

especially for extreme values. To improve the performances, it was necessary to involve more 

weather impact factors and constraints in regression models, such as rainfall, snowfall, and cloud 
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cover. Furthermore, it was considerable to apply more sophisticated algorithms in prediction, such as 

regression-enhanced random forests (RERFs) and improved random forest classifier (RFC). 

4. Conclusion 

To predict V accurately, the regression models between V and T. LR, PR, and RF were developed, 

and each of them demonstrated a mathematical relationship between V and T. LR, PR, and RF all 

exhibited varying prediction accuracy in certain degrees. According to the prediction results, the 

simulation performances of these models were inadequate for extreme values. Based on simulation 

performance metrics, involving MAE, MAPE, RMSE, and R2, FR showed the optimum simulation 

performance. The simulation performances of regression models were rough, with insufficient 

weather impact factors and constraints considered in the models. For future research outlook, it was 

considerable to consider impact factors, such as rainfall, snowfall, and cloud cover, and apply more 

sophisticated algorithms in prediction, such as RERFs and RFC. 
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