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Abstract: Electrocardiogram (ECG) signal classification is a critical task in arrhythmia 

diagnosis, and its accuracy directly affects the effectiveness of clinical decision-making. 

However, ECG signals usually contain noise and have uneven category distribution, which 

poses a great challenge to the classification task. To this end, this study proposes a 

classification method for ECG signals based on wavelet noise reduction and random forests. 

Specifically, we first remove the noise from the signals using the wavelet transform, then we 

select an oversampling technique to alleviate the problem of category imbalance, and finally 

we use a random forest model to train the classification. We conducted comparative 

experiments to demonstrate the significant advantages of our algorithm in the ECG signal 

classification task. In addition, to validate the effectiveness of the proposed method, we 

designed ablation experiments to demonstrate the important role of wavelet transform noise 

reduction and oversampling in improving the model performance. This paper proposes a 

method which obviously improves the accuracy of ECG signal classification, and at the same 

time provides reliable technical support for the automatic diagnosis of cardiac arrhythmia.  

Keywords: electrocardiogram, wavelet transform, oversampling, machine learning 

1. Introduction 

Electrocardiogram (ECG) classification can efficiently identify diseases such as arrhythmia, 

myocardial ischemia and myocardial infarction, thus enabling early diagnosis and timely treatment 

of the diseases, which is of great value in medical diagnosis [1]. The accuracy and reliability of ECG 

classification techniques are directly related to the efficiency of clinical diagnosis, so they have far-

reaching social significance in the medical field. 

Under the continuous development of artificial intelligence technology, the research on ECG 

classification has made significant progress [2]. Artificial intelligence methods consist of two main 

categories: the first is through traditional machine learning algorithms such as Support Vector 

Machines (SVM), Random Forests (RF), and Plain Bayes (NB) [3], Combination of extracted time 

domain features, frequency domain features and wavelet features of ECG to construct a classification 

model[4]. Wang Guanjun et al[5] concluded that the SVM algorithm was significantly better than 

other classification algorithms in terms of model evaluation metrics such as accuracy, recall, precision, 

area under the curve (AUC), etc., by conducting classification studies and performance comparisons 

on 21837 ECG data. Ayano et al[6] deeply analyzed multiple ECG signal recording datasets and 

systematically evaluated the feasibility of Interpretable Machine Learning (IML) models to provide 

solid evidence support for cardiac diagnosis. The second category is deep learning methods mainly 
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based on neural networks. For example, convolutional neural networks can effectively extract 

morphological features of ECG[7], while long and short-term memory networks and gated loop units 

can mine temporal correlation information of ECG[8]. Wang Dong et al[9] proposed a cross-patient 

ECG feature wave detection method combining convolutional neural network and Transformer, 

which significantly improved the performance of ECG classification. Cha Xingzeng et al[10] did  pre-

training based on a lightweight convolutional neural network model to achieve early classification 

identification and prediction of high-risk ECG signals from cardiac arrests. 

Conventional machine learning algorithms usually rely on hand-designed feature extraction 

methods in conjunction with traditional analysis methods to identify abnormal patterns in ECG. 

However, these methods are weak against noise, and there is no specialized mechanism to deal with 

noise in ECG data [11]. When the ECG data is disturbed by noise, the accuracy of feature extraction 

will be affected, which in turn leads to inaccurate classification results and increases the risk of 

misdiagnosis and omission. In contrast, deep learning models have the capability to automatically 

extract complex features from ECG signals, so as to enhance the accuracy and reliability of 

classification tasks. However, these models typically demand substantial computational resources and 

time for training. Moreover, they are susceptible to overfitting, particularly when the volume of 

available data is limited[12]. 

Based on the above analysis, we propose a method for machine learning ECG prediction combined 

with wavelet transform noise reduction. Specifically, we first perform wavelet transform noise 

reduction on ECG signals, and then input the noise reduced signals into a traditional machine learning 

algorithm for classification. This approach not only retains the advantages of traditional machine 

learning algorithms, such as high computational efficiency and model interpretability, but also 

effectively handles the noise problem through the preprocessing step, which further improves 

classification performance. 

2. Method 

2.1. Wavelet Transform Noise Reduction 

The wavelet transform is a mathematical tool for decomposing a signal into its different frequency 

components, 𝜓(𝑡) ∈ 𝐿2(𝑅) , If meet the condition 
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That is, a wavelet mother function or fundamental wavelet, where 𝛹(𝜔) is the Fourier transform 

of 𝜓(𝑡). This wavelet function is operated by scaling and translation to obtain a wavelet basis function 

determined by the scale factor and translation factor: 
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Where a is the scale factor, 𝜏 is the translation factor. The wavelet transform of the signal x(t) is 

obtained by inner product of the signal x(t) with the wavelet basis function: 
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The wavelet transform decomposes the signal into a low-frequency part  and a high-frequency part, 

in which the low-frequency part mainly displays the overall trend of the signal, while the high-

frequency component captures the details of the signal and transient changes. The core idea of wavelet 

transform noise reduction is to use the different performance of the signal and noise in the wavelet 

domain to distinguish and remove the noise by thresholding[13]. 

2.1.1. Thresholding 

Thresholding is a key step in wavelet noise reduction, and its step is to process the wavelet coefficients 

decomposed from the signal to remove the noise coefficients and thus achieve noise reduction. The 

principle of threshold noise reduction is to set a critical threshold value 𝜆, If the wavelet coefficient 

is less than 𝜆, it is thought to be mainly resulted from noise and can be removed; if greater than 𝜆, it 

can be considered to be mainly caused by signal and reserve it. The common threshold value is: 

 2ln N =  (4) 

 0.6745

MAD
 =

 (5) 

MAD is the median value of the wavelet coefficient amplitude for all high frequency subbands. 

However, the traditional threshold selection method does not consider the effect of the 

decomposition scale, and the size of the threshold should decrease with the increase of the 

decomposition scale[14]. Therefore, a more accurate and easily implemented threshold selection 

method is used instead: 
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Where 𝛼  is the standard deviation of Gaussian white noise, N is the signal length, j as a 

decomposition scale.  

Once the threshold is determined, the wavelet coefficients 𝜔 can be subjected to thresholding. 

Common thresholding methods include hard thresholding and soft thresholding:  

Hard thresholding is to set to zero the wavelet coefficients that are less than 𝜆 and keep the original 

value for those that are greater than 𝜆. The function is expressed as 
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Soft thresholding is based on hard thresholding, and wavelet coefficients greater than the threshold 

are "contracted", i.e., they are all subtracted from the threshold, so that the function curve becomes 

continuous. The function is expressed as 
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2.1.2. Wavelet Reconstruction 

Wavelet reconstruction is the process of reassembling the processed wavelet coefficients into a signal. 

At each layer of reconstruction, the approximate coefficients from the previous layer are upsampled 

and filtered through the low-pass filter p0, while the corresponding detail coefficients are upsampled 

and filtered through the high-pass filter p1, and then the two are summed. This process is carried out 

layer by layer upwards until the resolution of the original signal is restored: 
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The reconstruction processing diagram is shown in Figure 1. 

 

Figure 1: Structural diagram of signal reconstruction. 

Through this layer-by-layer reconstruction, the global features and local details of the signal are 

gradually integrated, ultimately achieving an accurate reconstruction of the signal after noise 

reduction. 

2.2. Random Forest 

Random Forest (RF) can improve the predictive accuracy and robustness of a model by generating 

several decision trees and aggregating the predictions. The process of constructing RF mainly 

includes the following steps: 

A decision tree is generated with the sample set obtained from the sampling, and at each node 

generated, d features are selected randomly and without repetition, and these d features are used to 

divide the sample set separately. Afterwards, the Gini coefficient is used to measure the purity gain 

under different divisions and the optimal features are selected for splitting. A smaller value of Gini 

coefficient indicates a higher purity of the dataset. For a dataset containing c categories, the Gini 

coefficient is 
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Where is the proportion of samples belonging to category i in the data set. 

Repeat the above operation to form a random forest of the generated T decision trees, ensuring 

that each tree grows as much as it can and there is no pruning process. The more decision trees, the 

better the performance of the model, as more trees can better capture the features of the data, which 

improves the accuracy of the predictions and generalization ability computational cost increases. 

However, an increase in the number of trees also increases the computational cost, so a balance needs 
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to be found between performance and computational cost. The impact of different numbers of 

decision trees on model performance is assessed through cross-validation, starting with a smaller 

number of trees and gradually increasing to a larger number and observing the average performance 

of the model. A more reasonable number of trees is considered to have been found when the 

performance improvement levels off. 

For classification tasks, commonly used combining strategy is the voting method. Absolute 

majority voting is a type of voting method, which is based on the principle that if a mark receives 

more than half of the votes, the prediction is made for that category, otherwise the prediction is 

rejected, and the formula is expressed as 
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The intrinsic mechanism of random forests is mainly in its randomness and integration. 

Randomness comes from sample randomness and feature randomness, which makes each decision 

tree different and increases the diversity of the model. Integration is reflected in the combination of 

the prediction results of multiple decision trees through voting or averaging, which effectively 

reduces the variance of the model and improves the stability and accuracy of the model. 

2.3. Smote 

The SMOTE algorithm is an oversampling technique for dealing with unbalanced datasets, which 

balances the dataset by generating new minority class samples instead of simply copying the existing 

minority class samples, thus avoiding the overfitting problem associated with simple copying[15]. 

The core idea of the SMOTE algorithm is to increase the sample number by selecting one of its k 

nearest neighbors for each minority class sample, and then randomly generating new sample points 

between these two samples. 

Firstly, calculating the distance between a minority sample and others minority samples using the 

Euclidean distance formula to get its k-nearest neighbors. The distance between two instance points 

in the feature space reflects the similarity between the two instance points, which can be calculated 

here by formula 12. 
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The first K samples are selected as K nearest neighbors based on distance sorted from smallest to 

largest. 

Thereafter, a sampling ratio is set to determine the sampling multiplier N based on the sample 

imbalance ratio. For each randomly selected nearest neighbors 𝑥𝑛, respectively, with the original 

sample to synthesize a new sample according to the following formula, thus increasing the number 

of minority class samples. 
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3. Experiment 

3.1. Experimental Hardware and Software Environment 

This experiment was conducted on a workstation equipped with an NVIDIA GeForce RTX 3090 

GPU with 10496 CUDA cores, 24GB of video memory, Python 3.12 as the programming language, 

and PyCharm 2023.2 as the development environment. 

3.2. Data Presentation and Processing Methods 

3.2.1. Data Set Noise Reduction 

The dataset used for the experiment was the MIT-BIH arrhythmia database[16]. It contains 48 dual-

channel ECG recordings, each of which is 30 minutes long and has a sampling frequency of 360 Hz. 

The dataset contains 41 normal heartbeats and a variety of arrhythmia types, such as premature 

ventricular beats and premature atrial beats. To ensure the quality of the signal, we first performed 

noise reduction on the raw ECG signal before further analysis. The noise reduction method employed 

a wavelet transform-based denoising technique, using the Daubechies 5 (db5) wavelet basis function 

to decompose the signal in 9 layers and thresholding by soft thresholding. Comparison of ECG signals 

before and after wavelet noise reduction shows that the noise reduction process effectively removes 

high frequency noise and baseline drift from the ECG signals, while preserving the main features of 

the signals. 

 

Figure 2: ECG waveforms before and after wavelet transform noise reduction. 

As can be seen in Figure 2, the signal is smoother after noise reduction and the peak of the R-wave 

is more obvious, which is helpful for the next step of reading the cardiac beat signal. The reading of 

the beat-to-beat signal is a key step in the analysis of ECG signals, and the localization of the R-point, 

which is the highest point of the QRS cluster in the ECG signal and usually corresponds to the peak 

of ventricular depolarization, is the core task in this process. Due to its large amplitude and ease of 

identification, the R-point is often used as a reference point for beat-to-beat segmentation, and the 

beat-to-beat labels in the MIT-BIH Arrhythmia Database indicate not only the location of the R-point, 

but also the types of R-points, of which there are 19 types. 
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Table 1: R Dim Sum Shoot Tag. 

N Normal beat L 
Left bundle branch 

block beat 
R 

Right bundle branch 

block beat 

a 
Aberrated atrial 

premature beat 
V 

Premature ventricular 

contraction 
F 

Fusion of ventricular and 

normal beat 

J 
Nodal (junctional) 

premature beat 
A 

Atrial premature 

contraction 
S 

Premature or ectopic 

supraventricular beat 

E Ventricular escape beat j 
Nodal (junctional) 

escape beat 
/ Paced beat 

Q Unclassifiable beat | 
Isolated QRS-like 

artifact 
B 

Left or right bundle 

branch block 

? Learning e Atrial escape beat n 
Supraventricular escape 

beat 

f 
Fusion of paced and 

normal beat 
R R-on-T premature ventricular contraction 

 

These labels reflect the type of heart beat and the type of arrhythmia. Therefore, by identifying the 

type of R-point, the type of ECG and the presence of arrhythmia can be initially determined. 

According to the AAMI criteria, the 19 heart beat signals above can be classified into 5 major 

categories. 

Table 2: Heartbeat Classification. 

Category subcategory 

N Nfe/jnBLR 

S SAJa 

V VEr 

F F 

Q Q? 

3.2.2. Data Set Equalization 

We find that there is a significant imbalance in the number of samples of different classes in the 

original dataset, the model may tend to learn the features of the majority class during the training 

process while ignoring the features of the minority class, which leads to a poorer classification of the 

minority class and thus reduces the overall generalization ability of the model, and the phenomenon 

of overfitting may occur. 

In order to alleviate the category imbalance problem, we interpolate the minority category samples 

to generate new synthetic samples by oversampling, thus increasing the number of minority category 

samples and equalizing the number of samples in each category. Differentiating from others, this 

experiment uses a combination of SMOTE and ADASYN. Priority is given to using SMOTE to 

generate synthetic samples, and if SMOTE is unable to generate synthetic samples due to too few 

minority class samples or distributional problems, anomalies are captured and ADASYN is used to 

generate synthetic samples. This combination results in more even and diverse samples being 

generated and better reflects the true distribution of the minority class samples. In addition, the 

combination of SMOTE and ADASYN can effectively avoid data balancing failures due to too few 

samples or distribution problems, ensuring the stability of the training process. After the oversampling 
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process, we successfully increase the number of minority class samples to a level similar to that of 

the majority class samples, thus alleviating the class imbalance problem. 

 

Figure 3: Percentage of each category before and after oversampling. 

3.3. Comparison Experiment 

In this study, we conducted comparative experiments on three different machine learning algorithms 

to evaluate their performance on specific datasets. The comparison indicators and data are shown in 

Table 3. 

Table 3: Indicators for each algorithm. 

Indicators Random Forest XGBOOST SVM 

Accuracy 98.66% 98.22% 97.85% 

Precision 98.59% 98.13% 97.67% 

Recall 98.66% 98.22% 97.85% 

F1 Score 98.60% 98.10% 97.71% 

 

The data in the table shows that Random Forest outperforms XGBoost and SVM in all four 

evaluation metrics, demonstrating its significant advantage in this task. Specifically, Random Forest 

has the highest accuracy and recall, both reaching 98.66%, which is significantly better than the other 

two algorithms. The high accuracy and precision of Random Forest shows that the Random Forest 

algorithm can more accurately distinguish different classes of heart beat signals, and also has higher 

accuracy in predicting positive examples, while the high recall and F1 score also reduces the 

possibility of misjudgment, and is better able to identify all the positive example samples and reduces 

the risk of missed judgement. In addition, the high F1 score demonstrates that Random Forest strikes 

a better balance between precision and recall, and achieves optimal overall performance. 

3.4. Hyperparameter Selection 

Hyperparameters are parameters that need to be set before the training of a machine learning model, 

which will directly affect the structure, training process and final performance of the model. The 

purpose of hyperparameter tuning is to find a set of optimal hyperparameter combinations to optimize 

the performance of the model on the validation or test set. Through cross-validation, the final 

hyperparameters for this experiment are selected as 
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Table 4: Hyperparameter selection. 

parameter value 

n_estimators 200 

max_depth None 

min_samples_split 2 

min_samples_leaf 1 

3.5. Ablation Experiment 

In this study, we verify the contribution of wavelet transform noise reduction and oversampling to 

the model performance through the ablation method. 

Table 5: Changes in indicators during ablation experiments. 

 Accuracy Precision Recall F1 Score 

Complete method 98.63% 98.57% 98.63% 98.57% 

Remove wavelet transform 

noise reduction 
98.60% 98.54% 98.60% 98.53% 

Remove wavelet transform 

noise reduction and 

oversampling 

98.22% 98.16% 98.22% 98.07% 

 

The data in the Table 5 show that the complete method reaches the highest value in all indicators, 

indicating that the combination of wavelet transform noise reduction and oversampling can 

significantly improve the classification performance of the model. After removing the wavelet 

transform noise reduction, the performance of the model decreases slightly, indicating that the 

wavelet transform noise reduction contributes to the enhancement of the model performance, but its 

effect is relatively small, probably because the oversampling method compensates for the effect of 

noise on the model to some extent. The significant decrease in the performance of the model after 

removing both wavelet transform noise reduction and oversampling indicates that the oversampling 

method plays a key role in the enhancement of the model performance. After removing oversampling, 

the model's ability to recognize a few classes of samples decreases significantly, leading to a reduction 

in overall performance. 

The experimental results show that the complete method outperforms the model with the key step 

removed in all the indexes, verifying the effectiveness of the wavelet transform noise reduction and 

oversampling methods in the task of ECG signal classification. 

4. Conclusion 

In this study, based on the MIT-BIH arrhythmia database, we propose a random forest ECG signal 

classification method combining wavelet transform noise reduction and oversampling techniques, 

aiming at solving the problems of noise interference and category imbalance in ECG signals. Through 

wavelet transform noise reduction, we effectively remove the high-frequency noise and baseline drift 

in the signal; meanwhile, the oversampling method combining SMOTE and ADASYN significantly 

alleviates the data imbalance problem and equalizes the number of samples from a few categories. 

The experiments use four indicators, namely, accuracy, precision, recall and F1 score, to evaluate the 

model performance, and the results show that the random forest algorithm outperforms the support 

vector machine (SVM) and XGBoost in all the indicators, with an accuracy of 98.66%, a precision of 

98.59%, a recall of 98.66% and an F1 score of 98.60%.The results of the ablation experiments show 
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that the complete method significantly outperforms the model with the removal of the key steps in all 

indicators, with the accuracy rate falling to 98.60% after removing the wavelet transform noise 

reduction, while the accuracy rate further falls to 98.22% after removing the wavelet transform noise 

reduction and oversampling, which fully proves the important role of the wavelet transform noise 

reduction and oversampling in enhancing the performance of the model. In future research, we can 

consider expanding more arrhythmia types and verifying the generalization ability of the model on a 

larger dataset.  
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