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Abstract: Deep learning and neural networks have become widely applied in signal 

modulation recognition, offering numerous advantages in performance. Traditional 

approaches to modulation recognition using neural networks typically focus on improving 

model accuracy, which often results in increased model size and computational complexity. 

This makes deployment on mobile devices challenging. Therefore, this study aims to reduce 

the model size while ensuring recognition accuracy and proposes a lightweight neural 

network architecture based on MobileNetV4. The network incorporates an inverted 

bottleneck structure, which helps reduce the model’s running time through depthwise 

separable convolution and residual concatenation. The performance of the model was 

evaluated on the public dataset RadioML 2018.01A dataset across multiple signal-to-noise 

ratios and compared with convolutional neural networks and residual networks. The results 

show that the proposed network reduces the running time to approximately 1/2 to 1/3 of the 

original models while maintaining comparable or even slightly improved recognition 

accuracy. 

Keywords: Signal modulation identification, deep learning, model lightweighting, inverted 

bottleneck structure 

1. Introduction 

In today’s information-driven society, long-distance signal transmission plays a crucial role in both 

daily life and military operations. Modulation identification of radio signals is a significant area of 

research in signal processing, especially in the context of electronic countermeasures in military 

applications. The challenge of modulation identification in low- and medium-signal-to-noise ratio 

(SNR) environments is extremely important [1]. Traditional methods, such as maximum likelihood 

detection, offer superior performance but suffer from exponential complexity, making them 

computationally expensive and highly dependent on expert knowledge, which limits their widespread 

adoption [2]. In recent years, deep learning has also been widely used in modulation recognition. 

Among them, convolutional neural networks (CNNs) have played a crucial role in this field [3]. 

Additionally, models like residual networks (ResNet) and recurrent neural networks (RNN) have also 

achieved promising results [4-6]. To further improve model accuracy, various studies have 

continuously optimized a variety of models. For example, Zhang et al. enhanced the classification 

ability of CNN and Long Short-Term Memory (LSTM) networks by augmenting the number of input 

channels to include IQ signals alongside fourth-order cumulants [7]. Lu et al. combined output data 

from different models to improve their generalization ability [8]. Qi et al. utilized a deep residual 
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network based on ResNet to extract more features, improving the recognition accuracy of multiple 

modulation schemes, including high-order QAM [9]. However, these models often sacrifice 

computational efficiency and increase resource consumption in favor of improved accuracy, making 

them unsuitable for mobile or embedded devices, as well as for applications requiring real-time 

performance. 

To address these challenges and balance computation with accuracy, this paper proposes the use of 

MobileNetV4, a lightweight neural network architecture. MobileNetV4 leverages depthwise 

separable convolutions and pointwise expansion to enhance computational efficiency while 

minimizing information loss. The effectiveness of this approach is demonstrated through evaluation 

on the public RadioML 2018 dataset. 

2. The Architecture Design of Lightweight Neural Networks  

This chapter presents the working principles and architecture of the proposed lightweight neural 

network for signal modulation recognition. The author employs the MobileNetV4-inspired inverted 

bottleneck structure, which is designed to minimize model size and computational cost. The detailed 

structure and functions of each layer are explained in this section. 

2.1. Inverted Bottleneck Structure 

The inverted bottleneck structure is an efficient neural architecture designed to reduce the 

computational burden while preserving essential information during signal modulation recognition 

tasks. It usually consists of several key components: a start depth separable convolution, an extended 

convolution, an intermediate depth separable convolution, a projected convolution, and an end depth 

separable convolution. In this paper, the end depth separable convolution is not employed. 

Traditional convolutions combine channel-wise and spatial information, requiring substantial 

computational resources. Depth-separable convolution divides this process into two 

steps—depthwise convolution and pointwise convolution—which significantly reduces 

computational complexity. This separation ensures that each convolution operation focuses on one 

aspect of the input, reducing the total number of operations. In standard convolution, each 

convolution kernel processes all channels of the input feature map simultaneously, fusing the results 

into the output channels. Suppose the input of the convolutional layer is Win×Hin×Min, where Win 

and Hin denote the dimensions of the input data and Min denotes the number of input channels, Nout 

denotes the number of output channels, and the dimensions of the convolutional kernel are denoted as 

Kw and Kh. The computational and parametric quantities for standard convolution are as follows:  

Computational quantity: Win×Hin×Min×Nout×Kw×Kh 

Number of parameters: Min×Nout×Kw×Kh 

When Min and Nout increase, the computational and data volumes increase rapidly. 

In depthwise convolution, spatial convolution is performed separately for each input channel, 

without fusing channel information. For the input feature map of size Win×Hin×Min, depthwise 

convolution uses Min independent kernels, each responsible for one input channel. If padding is used, 

the output feature map has the same dimensions as the input, i.e., Win×Hin×Min. The computational 

and parametric quantities are as follows: 

Computational quantity: Win×Hin×Min×Kw×Kh 

Number of parameters: Min×Kw×Kh 

Pointwise convolution (using a 1×1 convolution kernel) then combines the channel information 

and adjusts the number of output channels. For the input feature map Win×Hin×Min, it is processed 

with N 1×1 convolution kernels, and each convolution kernel processes all the channels. The 
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resulting output feature map is of size Win×Hin×Nout, which satisfies the required number of output 

channels. In this process, the computational and parametric quantities are as follows: 

Calculation amount: Win×Hin×Min×Nout×1×1 

Number of parameters: Min×Nout×1×1 

Table 1 is a comparison of the computational and parametric quantities of the standard convolution 

and the depth-separable convolution. 

Table 1: Calculated and parametric quantities 

Type Computational Quantity Numbers of Parameters 

Standard 

Convolution 
Win×Hin×Min×Nout×Kw×Kh Min×Nout×Kw×Kh 

Depth 

Separable 

Convolution 

Win×Hin×Min×Kw×Kh+Win×Hin×Min×Nout Min×Nout×Kw×Kh+Min×Nou 

Therefore, the calculation is reduced in proportion: 

 
Win×Hin×Min×Nout×Kw×Kℎ

Win×Hin×Min×Kw×Kℎ+Win×Hin×Min×Nout
=

Nout

1+
Nout
Kw×Kℎ

  

The extended convolutional layer usually uses a 1×1 convolutional kernel and serves to increase 

the number of channels in the input feature map. The required number of channels is determined by 

the expand_ratio. More channels increases the feature dimensions, enabling the model to capture 

more information from the input feature map. This extended convolutional layer is usually followed 

by a depth-separable convolutional layer, which reduces the inflation of the model caused by the 

increased number of channels and facilitates more efficient feature extraction from the 

high-dimensional feature map. 

In contrast to the dilation convolutional layer, the projection convolutional layer uses a 1×1 

convolutional kernel to reduce the dimensionality of the feature map. After expanding the 

convolutional layer, the number of channels in the model increases significantly. This introduces a 

significant amount of redundant information while enhancing the feature representation of the model. 

The projective convolutional layer serves to project the high-dimensional feature maps back into the 

low-dimensional space, thus removing information that contributes less to the model. This helps 

control the complexity of the model and prevents overfitting, especially in resource-constrained 

devices such as mobile or embedded devices. Figure 1 shows the exact composition of an inverted 

bottleneck structure. 

 

Figure 1: Inverted bottle-neck construction 



Proceedings	of	SEML	2025	Symposium:	Machine	Learning	Theory	and	Applications
DOI:	10.54254/2755-2721/2025.TJ21925

46

 

 

2.2. Network Structure 

The model’s features are initially extracted through a series of convolutional layers. For this 

experiment, considering the lower computational cost, the first attempt was made to use 

one-dimensional convolution to extract features. However, after experimentation, it was found that 

using two-dimensional convolution provided better performance compared to one-dimensional 

convolution. Table 2 shows the specific composition of the network in this paper. 

Table 2: Layer Structure 

Layer Outshape design 

Conv_2d (32, 32, 1, 256) Batch Normalization  ReLU6 

Conv_2d (32, 32, 1, 256) Batch Normalization  ReLU6 

Conv_2d (32, 96, 1, 128) Batch Normalization  ReLU6 

Conv_2d (32, 64, 1, 128) Batch Normalization  ReLU6 

Bottleneck (32, 96, 1, 64)  

Bottleneck (32, 96, 1, 64)  

Bottleneck (32, 96, 1, 64)  

Bottleneck (32, 128, 1, 32)  

Bottleneck (32, 128, 1, 32)  

Bottleneck (32, 128, 1, 32)  

Conv_2d (32, 960, 1, 32) Batch Normalization  ReLU6 

Conv_2d (32, 1280, 1, 32) Batch Normalization  ReLU6 

FC (32, 24) Softmax 24 

The loss function used is the cross-entropy loss function, optimized by the Adam optimizer with a 

learning rate of 0.001. The cross-entropy loss function calculates the discrepency between the 

predicted probability distribution and the true label distribution (obtained via the softmax function), 

and the gradient with respect to the parameters of the model is computed. The Adam optimizer 

adaptively adjusts the learning rate and updates the model parameters according to the calculated 

gradient. The above process of parameter updating is repeated until the model converges. 

3. Experimental Tests and Results 

3.1. Dataset and Preprocessing 

The data in this experiment uses the open-source dataset RadioML 2018.01A. The dataset contains 

'OOK', '4ASK', '8ASK', 'BPSK', 'QPSK', '8PSK', '16PSK', '32PSK', '16APSK', '32APSK', '64APSK', 

'128APSK', '16QAM', '32QAM', '64QAM', '128QAM', '256QAM', 'AM-SSB-WC', 'AM-SSB-SC', 

'AM-DSB-WC', 'AM-DSB-SC', 'FM', 'GMSK', 'OQPSK' 24 types of modulation. The signal-to-noise 

ratio of each type of modulated signal is in the interval [-20, 30] in 2 dB intervals. For each 

modulation, there are 4096 data for each signal-to-noise ratio, totaling 2555904 (24 * 26* 4096) data, 

each of which is IQ data in the format [1024, 2]. The dataset is stored in an HDF5 file where there are 

3 parameters: X (IQ signal), Y (modulation mode), and Z (SNR) present. This dataset is large in size, 

mixes multiple types of higher-order modulations, and takes into account the effects of real-world 

environment kind of carrier frequency offsets, thermal noise, and so on. In this experiment, the 

dataset is divided by 6:2:2. The training set is 60% and the validation and test sets are 20% each. Then 

the X data in the training set, validation set, and test set are adjusted in dimensional order. Reshape 

the original (batch_size, 1024, 2) to (batch_size, 2, 1024). Extend one dimension on the resized data 

to finally reshape the X data to (batch_size, 1, 2, 1024). Convert the X and Y data from the training, 
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validation and test sets from numpy.ndarray to torch.Tensor and convert the data type to float and 

finally transfer the data to the GPU used in this paper. The data is tested at multiple signal-to-noise 

ratios. 

3.2. Experimental Environment 

Pytorch version: 2.0.0 

Cuda version: 11.8 

GPU: NVIDIA GeForce RTX 3090 remotely on the AutoDL platform 

Number of GPU: 1 

CPU: 14 vCPU Intel(R) Xeon(R) Platinum 8362 CPU 

RAM: 45GB 

Batch size: 32 

Training epochs: 100 

Optimizer: Adam lr=0.001, betas=(0.9,0.999), eps=1e-8, weight_decay=0  

3.3. Analysis of Results 

The control neural networks used in this experiment are CNN1, CNN2 and ResNet [10]. Experiment 

with these three networks and the lightweight network in this article in the same configuration. The 

results are shown in Table 3 and Figure 2. 

Table 3: Accuracy at different SNRs 

 -6 -4 -2 0 2 4 6 8 

CNN1 0.224 0.289 0.402 0.482 0.513 0.558 0.561 0.532 

CNN2 0.253 0.32 0.409 0.525 0.575 0.563 0.661 0.757 

ResNet 0.367 0.424 0.39 0.454 0.497 0.545 0.597 0.683 

Lightweight 0.298 0.33 0.415 0.544 0.596 0.749 0.741 0.764 

 

Figure 2: Accuracy at different SNRs 

From Table 3, it can seen that the recognition of the neural network in this paper is significantly 

better than the CNN1 neural network, and compared with CNN2 and ResNet in some signal-to-noise 

ratio. From Figure 2, we can see that the model in this paper has reached more than seventy percent 

accuracy at 4 dB, while several other models have a relatively slow rate of accuracy improvement and 

need to be at 8 dB or even higher SNR to reach 70% accuracy, and it can be seen that the model in this 

paper performs better at low SNR. In the same experimental environment, the number of parameters 

of the neural network in this article is 2523416, while the training time per round is 23s, which is 1.22 

times that of CNN1 and about 0.4 and 0.36 times that of CNN2 and ResNet. The experimental results 
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show that the neural network in the article has the ability to reduce the size of the model and the 

computation time while ensuring the correctness of the model. 

The following is the confusion matrix of the neural network in this article at partial signal-to-noise 

ratios. 

  

Figure 3: SNR=-4 

 

Figure 4: SNR=2 
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Figure 5: SNR=8 

As can be seen from the confusion matrices at different SNRs (Figures 3, 4, and 5), the recognition 

accuracy of this neural network for low-order modulation modes is improving significantly as the 

SNR increases. 

However, for some higher-order modulation modes, especially QAM modulation, the recognition 

ability of the model changes slowly with the increase of SNR, which prevents the overall recognition 

rate from reaching a high value. This experiment found that CNN and ResNet have the same problem. 

And if the recognition accuracy needs to be further improved, it is difficult to avoid model inflation. 

From the confusion matrix, it can be found that whether it is the higher-order PSK, APSK, or QAM, 

most of the errors occurring in the recognition are due to the misclassification in one of the major 

classes rather than the confusion with other major classes of modulation. 

Therefore, is it possible to construct a two-layer stacked network by using this network as a large 

classification network and then superimposing multiple small classification networks that can 

effectively extract PSK features, APSK features, and QAM features so as to avoid putting all the 

feature extraction work in a single network and to reduce the degree of expansion of the model size 

and computation. 

4. Conclusion 

This paper addresses the common issue in existing research, where a focus on accuracy often results 

in excessively large models and long computation times. To mitigate this, a lightweight modulation 

recognition network is proposed, drawing inspiration from MobileNetV4. The network outperforms 

CNN and ResNet networks in signal modulation recognition on the publicly available dataset 

RadioML 2018.01A, especially at low signal-to-noise ratios, while reducing computation time to 

only 0.36 times that of ResNet. This demonstrates its ability to maintain accuracy while reducing both 

model size and computation time, making it more effective in military electronic countermeasures 

with poor signal environments or scenarios with high real-time requirements.  

However, several areas still require improvement. First, although the model reduces computation 

demands compared to models of the same precision, further experiments are needed to determine its 

practical viability on mobile and embedded devices. Second, optimizing the batch size and 
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fine-tuning the parameters of each layer in the network could potentially enhance performance. 

However, thi paper is unable to conduct a comprehensive study due to constraints in computational 

resources and time. 

Finally, the model struggles to accurately recognize certain higher-order modulations, especially 

QAM modulation. In future communications, signals in 6G and higher frequency bands are expected 

to dominate, with higher-order modulation patterns playing a more critical role. Therefore, future 

research should focus on improving the ability to recognize higher-order modulation modes as well as 

controlling the rapid model inflation brought about by the improved recognition ability. 
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