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Abstract: Long-term time series forecasting is critical for strategic decision-making in energy 

management and supply chain optimization domains. While deep learning models like 

DLinear and PatchTST have advanced forecasting accuracy, existing approaches often fail to 

systematically integrate linear and nonlinear modeling for extended horizons, limiting their 

ability to address complex temporal dynamics. This study proposes a novel ensemble 

framework combining DLinear’s linear trend modeling with PatchTST’s transformer-based 

pattern recognition to improve long-term forecasting robustness. Experiments on the ETTh1 

temperature dataset demonstrate that the hybrid model achieves a 2.7% reduction in mean 

square error (MSE) over standalone PatchTST and 1.1% improvement compared to DLinear 

for 720-step forecasts. The ensemble outperforms baseline models (Autoregressive Integrated 

Moving Average (ARIMA), Exponential Smoothing) across all tested horizons (96–720 

steps), with mean absolute error (MAE) values consistently below 0.45. Results validate that 

integrating linear and nonlinear approaches captures both seasonality and complex 

disruptions more effectively than single-model strategies. This work advances ensemble 

methodologies for time series analysis, offering a scalable solution for applications requiring 

reliable long-term predictions. 

Keywords: Time Series Forecasting, Ensemble Models, Transformer Architectures, Energy 

Systems, Hybrid Learning 

1. Introduction 

Long-term time series forecasting is crucial across diverse sectors such as finance, healthcare, energy 

management, and supply chain optimization. Accurate predictions over extended horizons empower 

organizations to make strategic decisions, optimize resource allocation, and mitigate potential risks 

effectively. For instance, in finance, long-term forecasts can guide investment strategies and risk 

management, while in energy management, they assist in balancing supply and demand over extended 

periods. Despite its significance, long-term forecasting poses substantial challenges due to the 

inherent complexity and variability of temporal data [1]. Factors such as seasonality, trend shifts, and 

external disruptions contribute to the difficulty of capturing the underlying patterns necessary for 

accurate predictions. Traditional single-model approaches often fall short in addressing these 

multifaceted dynamics, resulting in suboptimal performance. Therefore, enhancing the accuracy and 

reliability of long-term forecasts is imperative for both advancing academic research and delivering 

practical, impactful solutions in real-world applications. 
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Recent advancements in time series forecasting have been significantly propelled by deep learning 

models, with DLinear and patch time series Transformer (PatchTST) emerging as prominent 

contenders [2,3]. DLinear utilizes linear transformations to effectively model temporal dependencies, 

striking a balance between simplicity and computational efficiency without sacrificing performance. 

Its linear approach allows for straightforward interpretation and scalability, making it a valuable tool 

for various forecasting tasks. PatchTST adopts a patch-based strategy inspired by computer vision 

techniques, leveraging transformer architectures to capture both local and global patterns within the 

data. This method enhances the model’s ability to recognize complex nonlinear relationships, thereby 

improving forecasting accuracy. Additionally, ensemble techniques that integrate multiple models 

have demonstrated enhanced predictive accuracy and robustness by leveraging the strengths of 

diverse approaches. Prior studies have explored various ensemble strategies, underscoring the 

benefits of combining different models to capture a broader spectrum of temporal dynamics [4]. 

However, there remains a gap in systematically integrating linear and transformer-based models 

specifically for long-term forecasting tasks, presenting an opportunity to harness the complementary 

strengths of DLinear and PatchTST [5]. 

This study proposes an ensemble framework that integrates DLinear and PatchTST to enhance 

long-term time series forecasting performance. By combining the linear modeling capabilities of 

DLinear with the sophisticated pattern recognition of PatchTST, the approach aims to capture both 

linear trends and complex nonlinear relationships in the data. The primary objective is to achieve 

superior forecasting accuracy and robustness compared to using individual models alone. This paper 

aims to contribute to the field of time series forecasting by demonstrating the effectiveness of the 

ensemble method through comprehensive experiments on benchmark datasets. 

2. Methodology 

2.1. Data Set 

The ETTh1 dataset, a widely used benchmark in the time series forecasting domain, is employed in 

this study [6]. ETTh1, part of the Electric Transformer Temperature (ETT) dataset, contains 

temperature data from an electric transformer, which has been recorded over several years. The 

dataset is available in the UCI Machine Learning Repository and is frequently utilized for time series 

forecasting research due to its real-world relevance and complexity. It consists of multiple features, 

including time-stamped measurements and sensor data, which capture the temperature dynamics of 

the transformer. 

The ETTh1 dataset is particularly challenging due to its inherent seasonality, nonlinearity, and the 

influence of external factors such as weather conditions or mechanical maintenance that may disrupt 

the regular patterns. The research focuses on predicting future transformer temperature readings using 

historical data, making it an ideal candidate for evaluating long-term forecasting models. 

2.2. Model 

This study integrates two prominent models for time series forecasting: DLinear and PatchTST. The 

proposed ensemble model combines the strengths of both models to leverage linear relationships and 

capture complex patterns in the data. Below, each model is described in detail: 

2.2.1. DLinear Model 

DLinear is a deep learning model designed to forecast time series data with linear transformations. 

The core principle of DLinear is to apply linear projections to the temporal data to capture 

dependencies between time steps efficiently. This simple yet powerful model is capable of modeling 
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trends and seasonality within the data by utilizing linear regression techniques over different time 

windows. DLinear’s strength lies in its simplicity and computational efficiency, making it scalable to 

large datasets while maintaining high interpretability. 

In the study, the DLinear model is adapted for long-term forecasting by training it to predict future 

transformer temperatures based on historical data. The model’s parameters are learned by minimizing 

the mean squared error (MSE) between the predicted and actual values. Given its linear structure, 

DLinear is considered well-suited for capturing the long-term trends and seasonal components in the 

data. 

2.2.2. PatchTST Model 

PatchTST is a transformer-based architecture that adopts a patch-based strategy for time series 

forecasting. This model is inspired by computer vision techniques where data is divided into patches, 

allowing the model to capture both local and global dependencies across the time series. The 

PatchTST model consists of a series of transformer blocks, each of which computes attention scores 

between the input data and learns complex, nonlinear temporal relationships. 

Unlike traditional transformer models that process the entire time series as a continuous sequence, 

PatchTST divides the data into patches and processes them separately. This allows the model to 

capture local patterns within each patch, while the global attention mechanism helps learn long-term 

dependencies. In the proposed ensemble approach, PatchTST is utilized to model the nonlinear 

aspects of the time series, particularly to capture intricate patterns and disruptions that linear models 

may fail to recognize. 

2.2.3. Ensemble Model 

The key innovation of the proposed approach is the ensemble model that combines the DLinear and 

PatchTST models. By leveraging the linear modeling capability of DLinear and the nonlinear pattern 

recognition power of PatchTST, the ensemble approach aims to improve forecasting accuracy and 

robustness. The ensemble model operates by training both individual models separately on the 

training dataset, followed by combining their predictions using a weighted averaging strategy. 

The weights for the ensemble model are determined based on the individual performance of each 

model on the validation set. In the final stage, the predictions from both models are aggregated to 

generate a more accurate forecast. This hybrid strategy benefits from the complementary strengths of 

both models: the simplicity and efficiency of DLinear and the sophisticated, complex pattern 

recognition abilities of PatchTST. 

2.3. Experimental Design 

2.3.1. Data Preprocessing 

The dataset undergoes linear interpolation for missing values and standardization (zero mean, unit 

variance). It is split into training (80%) and testing (20%) subsets [7]. 

2.3.2. Model Training 

DLinear (linear regression) and PatchTST (transformer-based architecture) are trained independently 

using a batch size of 32, learning rate of 0.001, and up to 100 epochs. Early stopping is applied to 

avoid overfitting, with validation checks after each epoch. 
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2.3.3. Evaluation Protocol 

Performance is measured using Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root 

Mean Squared Error (RMSE). The models are also assessed for their ability to capture long-term 

trends and seasonal patterns. 

2.3.4. Baseline Comparison 

The ensemble’s effectiveness is validated against traditional methods (ARIMA, Exponential 

Smoothing) and standalone DLinear/PatchTST models, emphasizing its superior accuracy in 

temperature forecasting. 

3. Result 

The forecasting performance of PatchTST, DLinear, and the ensemble model is evaluated on the 

ETTh1 dataset using MSE and MAE across varying sequence lengths (L = 96, 192, 336, 720). The 

results are summarized in Table 1. The ensemble model achieves the lowest errors, demonstrating 

robustness for both short- and long-term forecasts. 

Table 1: Comparative performance (MSE/MAE) of models across forecast horizons. 

Sequence Length (L) PatchTST (MSE/MAE) DLinear (MSE/MAE) Ensemble (MSE/MAE) 

96 0.370 / 0.400 0.374 / 0.394 0.365 / 0.388 

192 0.413 / 0.429 0.408 / 0.415 0.400 / 0.411 

336 0.422 / 0.440 0.429 / 0.427 0.413 / 0.420 

720 0.447 / 0.468 0.440 / 0.453 0.435 / 0.443 

 

Both PatchTST and DLinear exhibit increasing errors as the forecast horizon extends. PatchTST, 

a transformer-based model, shows moderate degradation in accuracy for long-term predictions (MSE: 

0.447 at L=720), while DLinear, a linear model, struggles similarly (MSE: 0.440 at L=720). The 

ensemble model, combining linear trend modeling (DLinear) and nonlinear pattern recognition 

(PatchTST), outperforms both individual approaches across all time windows. For long-term 

forecasting (L=720), the ensemble reduces MSE by 2.7% compared to PatchTST and 1.1% compared 

to DLinear, highlighting its ability to mitigate the limitations of standalone models. These results 

underscore the value of hybrid architectures in time-series forecasting, particularly for complex, long-

horizon tasks. 

4. Discussion 

The results from the experiments highlight the strengths and weaknesses of individual models 

(PatchTST and DLinear) and the ensemble model, offering insights into the challenges and potential 

solutions for long-term time series forecasting. 

4.1. Performance Comparison 

The PatchTST model, while effective for capturing complex nonlinear patterns in the data, struggles 

with long-term forecasting (L = 720). The increasing error metrics suggest that PatchTST may have 

difficulty maintaining accurate predictions as the forecasting horizon extends. This limitation could 

be attributed to the model's reliance on attention mechanisms, which may not adequately capture the 

Proceedings of  MSS 2025 Symposium: Automation and Smart  Technologies in Petroleum Engineering 
DOI:  10.54254/2755-2721/142/2025.KL22290 

148 



 

 

long-term dependencies and seasonal trends that are critical for accurate long-term predictions in time 

series data [8]. 

Similarly, DLinear exhibits similar performance trends, with its error metrics increasing as the 

forecast horizon lengthens. However, DLinear performs better than PatchTST for short-term 

forecasting, which may be due to its linearity in modeling trends and seasonality. Despite this, the 

model's ability to capture complex nonlinear relationships is limited, which may account for its 

decline in accuracy as the forecasting horizon extends [9]. 

The ensemble approach, combining the strengths of both models, clearly outperforms the 

individual models across all time horizons. This result supports the idea that a hybrid model can 

leverage both linear and nonlinear components of time series data, thus improving forecasting 

accuracy. The ensemble model’s ability to outperform both PatchTST and DLinear demonstrates the 

advantage of integrating multiple forecasting techniques, especially for long-term predictions where 

both trends and complex patterns are important [10]. 

4.2. Limitations and Future Work 

While the ensemble model demonstrates superior performance, there are certain limitations and areas 

for future work. First, the ensemble method’s effectiveness heavily relies on the optimal weight 

assignment for combining the predictions of the individual models. Future research could explore 

more sophisticated weighting strategies or adaptive ensemble methods that can automatically adjust 

based on the data characteristics or the forecast horizon. 

Additionally, further experiments could investigate the use of other transformer-based models or 

hybrid techniques that incorporate additional features, such as external covariates or domain-specific 

knowledge, to improve forecasting performance. Another avenue for improvement could involve 

fine-tuning the models' hyperparameters to optimize performance further, particularly for longer 

forecasting horizons. 

Finally, while the ETTh1 dataset provides a useful benchmark, it would be valuable to test the 

proposed ensemble model on other time series datasets with different characteristics, such as financial 

market data or sensor data from industrial systems, to assess its generalizability and robustness in 

diverse real-world settings. 

5. Conclusion 

This study demonstrates the effectiveness of a hybrid ensemble framework integrating DLinear and 

PatchTST for long-term time series forecasting. By combining linear trend analysis with transformer-

based pattern recognition, the proposed model achieved superior performance on the ETTh1 dataset, 

reducing MSE by up to 2.7% compared to individual models at 720-step horizons. The results confirm 

that linear models like DLinear excel at capturing seasonal trends, while PatchTST effectively 

identifies nonlinear disruptions, enabling the ensemble to adapt to both gradual and abrupt temporal 

changes. 

Three key contributions emerge from this work: First, the hybrid framework addresses the 

limitations of single-model approaches by leveraging complementary strengths. Second, the weighted 

ensemble strategy provides a computationally efficient method to balance linear and nonlinear 

components without requiring architectural modifications. Third, the systematic validation across 

multiple horizons (96–720 steps) establishes generalizable insights for long-term forecasting tasks. 

Despite these advances, limitations remain. The ensemble’s performance depends on optimal 

weight calibration, which may vary across datasets. Future work should explore dynamic weighting 

mechanisms using meta-learning or attention-based gating to automate model combination. 

Additionally, testing on diverse datasets (e.g., financial markets, IoT sensor networks) could further 
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validate generalizability. Integrating external covariates (e.g., weather data for energy systems) may 

enhance contextual adaptability. Finally, deploying the framework in real-time industrial applications, 

such as predictive maintenance or smart grid management, represents a critical next step for 

translating theoretical gains into operational value. This research underscores the potential of hybrid 

AI architectures to address complex forecasting challenges in an increasingly data-driven world. 

References 

[1] Makridakis, S., Spiliotis, E., & Assimakopoulos, V. (2018). Statistical and Machine Learning forecasting methods: 

Concerns and ways forward. PloS one, 13(3), e0194889. 

[2] Zeng, A., Chen, M., Zhang, L., & Xu, Q. (2023, June). Are transformers effective for time series forecasting?. In 

Proceedings of the AAAI conference on artificial intelligence (Vol. 37, No. 9, pp. 11121-11128). 

[3] Nie, Y., Nguyen, N. H., Sinthong, P., & Kalagnanam, J. (2022). A time series is worth 64 words: Long-term 

forecasting with transformers. arXiv preprint arXiv:2211.14730. 

[4] Lim, B., & Zohren, S. (2021). Time-series forecasting with deep learning: a survey. Philosophical Transactions of 

the Royal Society A, 379(2194), 20200209. 

[5] Bertsimas, D., & Boussioux, L. (2023). Ensemble modeling for time series forecasting: an adaptive robust 

optimization approach. arXiv preprint arXiv:2304.04308. 

[6] Zhou, H., Zhang, S., Peng, J., Zhang, S., Li, J., Xiong, H., & Zhang, W. (2021, May). Informer: Beyond efficient 

transformer for long sequence time-series forecasting. In Proceedings of the AAAI conference on artificial 

intelligence (Vol. 35, No. 12, pp. 11106-11115). 

[7] Tawakuli, A., Havers, B., Gulisano, V., Kaiser, D., & Engel, T. (2024). Survey: time-series data preprocessing: a 

survey and an empirical analysis. Journal of Engineering Research. 

[8] Chen, W., Yang, Y., & Liu, J. (2024). A Combination Model Based on Sequential General Variational Mode 

Decomposition Method for Time Series Prediction. arXiv preprint arXiv:2406.03157. 

[9] Jin, M., Wen, Q., Liang, Y., Zhang, C., Xue, S., Wang, X., ... & Xiong, H. (2023). Large models for time series and 

spatio-temporal data: A survey and outlook. arXiv preprint arXiv:2310.10196. 

[10] Li, J. (2021). Two ways towards combining sequential neural network and statistical methods to improve the 

prediction of time series. arXiv preprint arXiv:2110.00082. 

Proceedings of  MSS 2025 Symposium: Automation and Smart  Technologies in Petroleum Engineering 
DOI:  10.54254/2755-2721/142/2025.KL22290 

150 


