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Abstract: As power systems' interconnection scale expands, the methods for analyzing power 

grid stability need further optimization. This paper proposes a power grid stability analysis 

method based on Convolutional Neural Networks(CNN). We model the power grid stability 

problem as a binary classification problem. Firstly, we provide a detailed explanation of the 

power grid characteristic data and conduct data preprocessing. Subsequently, due to the 

advantages of CNN in processing spatially structured data, we address this problem. Finally, 

we obtain a new power grid stability analysis model through case-based comparative analysis. 

The results indicate that the proposed model outperforms traditional analysis methods in 

terms of classification accuracy, recall rate, and F1-score.  

Keywords: Power Grid Stability, Machine Learning, Convolutional Neural Network, Binary 

Classification 

1. Introduction 

In recent years, the continuous investment in new energy and the expansion of the scale of grid 

interconnection have led to the inability to achieve better improvement in the accuracy of power 

system security and stability analysis [1]. With the gradual advancement of the power market 

construction, the dynamic characteristics of the power system have become more complex, and the 

risk of transient instability has also increased [2-3]. This indicates that efficient assessment of the 

power system state is an important guarantee for maintaining the reliable operation of the power 

system. 

With the rapid development of the power industry, traditional power grid analysis methods have 

exposed certain limitations. Traditional power system stability analysis methods mainly rely on 

manual operations and empirical judgments, which limit the accuracy and efficiency of power grid 

stability analysis to some extent [4]. Therefore, by leveraging machine learning algorithms and big 

data, the characteristics of high-efficiency, speed, and accuracy of artificial intelligence can be 

effectively utilized to assess the security and stability of the power grid [5-6]. 

The method presented in this paper analyzes the power grid stability based on the Convolutional 

Neural Network(CNN). Firstly, we preprocess the power grid operation data to obtain the final input 

data. Then, we build a model by leveraging the spatial structure of the CNN. Finally, by comparing 

the algorithmic performance of the CNN with that of the Multi-Layer Perceptron(MLP), we verify the 

accuracy and efficiency of the CNN in analyzing the power grid stability. 
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2. Stability Analysis Based on Convolutional Neural Network 

2.1. Problem Description of Power Grid Stability Analysis 

The 3 types of data are important for analyzing power grid stability: 

1.tau[x]: This parameter represents the reaction time of participants and reflects the response speed 

of relevant devices or control mechanisms when a fault occurs in the system. A rapid response can 

isolate the fault in a timely manner, reduce the impact on the power grid, and is important for 

maintaining the stability of the power grid. 

2.p[x]: This parameter represents the nominally consumed power(negative value)or the absorbed 

and generated power(positive value). Power balance is fundamental to the stable operation of the 

power grid. The fluctuation range of power may lead to instability in the power grid frequency and 

voltage, thereby affecting the stability of the entire power grid. 

3.g[x]: This parameter is a coefficient(γ)proportional to the price elasticity. It reflects the 

regulatory effect of prices on power supply and demand in the power market and indirectly influences 

the operating state of the power grid. 

We use the three data preprocessing features, tau[x], p[x] and g[x], as the inputs of the model. The 

stable state of the power grid is used as the output and defined as a binary classification variable, 

namely "stable" and "unstable". We can analyze the power grid stability effectively by continuously 

increasing the number of epochs. 

2.2. Construction of Convolutional Neural Network 

Typical neural networks consist of an input layer, hidden layers, and an output layer. Neurons in each 

layer are interconnected through weights and biases. The learning process of a neural network 

involves adjusting these weights and biases aiming to better fit the training data. 

 

Figure 1: A simple neural network with an activation function 

MLP is a type of neural networks, which is composed of an input layer, hidden layers and an 

output layer. To model the power grid stability problem as a classification problem, we need to 

determine appropriate inputs and outputs. It is a common fully connected neural network. Fully 

connected means that neurons in adjacent layers of the network are all interconnected, enabling full 
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information transfer among neurons. However, when dealing with data having a spatial structure, it 

often encounters issues such as excessive parameters and large computational loads. 

Convolutional Neural Networks(CNN) is mainly composed of convolutional layer, pooling layer 

and fully connected layer [7]. CNN has unique advantages in processing data with spatial structures 

and is suitable for power grid stability analysis. The convolution operation can be expressed by the 

following formula: 

 𝑦[𝑖, 𝑗] = ∑ ∑ 𝑥[𝑖 + 𝑚, 𝑗 + 𝑛] ⋅ 𝜔[𝑚, 𝑛]𝑁−1
𝑛=0

𝑀−1
𝑚=0 + 𝑏 (1) 

Where, 𝑥[𝑖 + 𝑚, 𝑗 + 𝑛]  represents the input data, 𝜔[𝑚, 𝑛]  represents the weights of the 

convolution kernel, 𝑦[𝑖, 𝑗] represents the output result, b represents the bias｡ 

The convolutional layer is a core component of CNN. The convolutional kernels perform 

convolutional operations on the input data through sliding windows [8-9]. Each convolutional kernel 

can be regarded as a feature extractor, which is capable of capturing specific types of local features. 

As the number of network layers increases, the high-level convolutional layers combine the simple 

features from the low-level layers into more complex and abstract features. 

The pooling layer serves the purpose of data downsampling. Its function is to decrease the data 

dimension and computational load. During this process, it retains crucial features. It improves the 

computational efficiency and generalization ability of the model and prevents overfitting. Commonly, 

the max-pooling method is chosen [10]. In this study, we also adopted the max-pooling method to 

tackle the aforementioned issues. Once the convolutional layer has extracted the features of the data, 

the data is transferred to the pooling layer for downsampling. Then, the data is flattened and fed into 

the fully - connected layer. The max-pooling method can be represented by the following formula: 

 𝑦[𝑖, 𝑗] = 𝑚𝑎𝑥{𝑥[𝑖: 𝑖 + 𝑠, 𝑗: 𝑗 + 𝑠]} (2) 

Where, 𝑦[𝑖, 𝑗] represents the output of pooling operation, 𝑥[𝑖: 𝑖 + 𝑠, 𝑗: 𝑗 + 𝑠] represents a local 

region of 𝑠 × 𝑠 size in the input data｡ 

The fully connected layer can synthesize the features extracted from the previous layers and 

outputting the classification results. In the analysis of power grid stability, it integrates the features 

extracted by the convolutional layer and the pooling layer. It maps the input into a new feature space 

and outputs the probability that the power grid is in a stable or unstable state by calculating the weight 

matrix and bias terms [11]. Its output can be expressed by the following formula: 

 𝑍 = 𝑊𝑓𝑐 ⋅ 𝑌𝑝𝑜𝑜𝑙 + 𝑏𝑓𝑐 (3) 

Where, Z represents the output of the fully connected layer, 𝑊𝑓𝑐represents the weights of the fully 

connected layer, 𝑏𝑓𝑐 represents the bias of the fully connected layer, 𝑌𝑝𝑜𝑜𝑙 represents the output of 

pooling layer. 

When training the CNN model, We need to configure the structural parameters of the network 

rationally. These parameters include the size and number of convolutional kernels, the type of 

pooling layer, the number of network layers and the number of neurons in the fully connected layer, 

etc. Meanwhile, an appropriate loss function and optimization algorithm should be selected. The 

purpose is to minimize the prediction error of the model, enhance the generalization ability of the 

model and improve the prediction accuracy of the model [10]. 

The model proposed in this paper utilizes 2 one-dimensional convolutional layers to extract 

features from the input data. There is a ReLU activation function following each convolutional layer. 

After each convolutional layer, we employ the max-pooling method for downsampling. Subsequently, 

a flattening layer is used to convert the data into a one-dimensional vector, which is then passed as 
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input to the fully connected layer. A Sigmoid activation function is applied to process the data and 

obtain the final output result. 

RELU activation function is a kind of piecewise linear function. It makes the negative part of 

inputs value to 0 and maintain the positive part of inputs. It can be used in the hidden layers of neural 

networks. RELU activation function can be expressed by the following formula: 

 𝑓(𝑥) = {
𝑥, 𝑥 > 0
0, 𝑥 ≤ 0

 (4) 

Sigmoid activation function is widely used in the output layers of binary classification tasks. It can 

compress the input data into the range of (0,1). Sigmoid activation function can be expressed by the 

following formula: 

 𝑆(𝑥) =
1

1+𝑒−𝑥
 (5) 

Where, x represents a scalar, a vector or a metrix. 

3. Case Analysis 

3.1. Introduction to Dataset 

The dataset we used contains 10000 samples. Each sample includes three input parameters, namely 

tau[x], p[x] and g[x], as well as output labels of "stable" and "unstable": 

1.tau[x]: It is a real number with a range of (0.5,10)s. tau[1] represents the reaction time of power 

producers. 

2.p[x]: For a power system with a four-star motif, it can be expressed by using the power balance 

formula as follows: 

 𝑝[1] = −(𝑝[2] + 𝑝[3] + 𝑝[4]) (6) 

Where, p[1] is the injection power at node 1(usually positive, representing the output power of a 

generator), and p[2], p[3] and p[4] are the injection powers at nodes 2, 3, 4 respectively(usually 

negative, representing the power consumption of loads). 

3.g[x]: g[1] is the value of power producers, and its actual value is taken from the range of [0.05,1] 

s-1. 

3.2. Data Preprocessing 

Aiming to ensure the dataset accurate and useful, we need to preprocess the dataset, including initially 

data cleaning by removing duplicate data, handling missing values and outlierse. And then, data 

conversion is carried out. Finally, we prevent the excessive difference in the valued range of input 

parameters by normalization method. We compress the raw data into the range of (0,1) by taking 

min-max normalization method [12]. It can be expressed by the following formula: 

 𝑥′ =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑖𝑛𝑚𝑎𝑥
 (7) 

Where, x represents the raw data, 𝑥min  represents the minimum value of the raw data, 𝑥max 
represents the maximum value of the raw data, 𝑥′represents the value after data preprocessing. 
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Figure 2: Data preprocessing procedure 

3.3. Comparison of Algorithm Effects 

In order to evaluate the effect of the power grid stability by using CNN comprehensively, we set up a 

fully connected control group, which uses MLP as the model. In the experiment, the same 

preprocessed tau[x], p[x] and g[x] data were put into the CNN model and MLP model respectively. 

We can priortize the effect of the models by adjusting the number of network layers, the number of 

neurons and learning rate (In this paper, we make the learning rate equal to 0.01). The confusion 

matrix was employed to illustrate the relationship between the actual class and the predicted class. 

Moreover, based on the confusion matrix, metrics such as accuracy, error rate, precision, recall, and 

F1-Score were compared to analyze the advantages and disadvantages of the two models in handling 

power grid stability classification problems [13]. 

The confusion matrix is a tool used to evaluate the performance of classification models. The 

details of it are expressed by the following figure: 

 

Figure 3: Confusion Matrix Diagram 

In Figure 3, it is shown that TP represents the true class is positive, and it is correctly predicted as 

positive; TN represents the true class is negative, and it is correctly predicted as negative; FP 

represents the true class is negative, but it is wrongly predicted as positive; FN represents the true 

class is positive, but it is wrongly predicted as negative. 

Meanwhile, we need to know the detailed meaining of accuracy, error rate, precision, recall and 

F1-Score.  

Accuracy refers to the proportion of correctly predicted samples to the total number of samples 

[14], it can be expressed by the following formula: 

 Accuracy =
TP+TN

TP+TN+FP+FN
 (8) 

Error rate refers to the proportion of wrongly predicted samples to the total number of samples, it 

can be expressed by the following formula: 

 Error rate =
FP+FN

TP+TN+FP+FN
 (9) 
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Precision refers to the proportion of actually positive samples among those predicted as positive, it 

can be expressed by the following formula: 

 Precision =
TP

TP+FP
 (10) 

Recall refers to the proportion of successfully predicted as positive among those actully positive 

samples [15], it can be expressed by the following formula: 

 Recall =
TP

TP+FN
 (11) 

F1-Score refers to the harmonic mean of Precision and Recall. It is used to evaluate the overall 

accuracy and completeness of the model, it can be expressed by the following formula: 

 𝐹1 − Score = 2 ×
Precision×Recall

Precision+Recall
 (12) 

In this experiment, we set the number of training epochs for both the MLP and CNN to 2000, the 

stride to 1 and the batch to 32. The index we need to notice including accuracy, error rate, precision, 

recall and F1-Score. The results of MLP and CNN are presented in the following table: 

Table 1: Example Analysis Comparison Table 

Type MLP CNN 

Accuracy 0.861 0.966 

Error rate 0.139 0.034 

Precision 0.831 0.956 

Recall 0.773 0.95 

F1-Score 0.801 0.953 

 

From Tab.1, it is shown that CNN performs higher accuracy, precision, recall and F1-Score than 

MLP, and makes less mistake than MLP, which both mean CNN can identify more exactly in 

uncertain issue. The result can prove that using CNN to analyze power grid stability is a better choice. 

4. Conclusion 

In this paper, we propose a power grid stability analysis method based on CNN. Firstly, the power 

grid operation data needs to be preprocessed to extract key features. After being preprocessed, the 

dataset is fed into both MLP and CNN. Specifically, in CNN, local features are extracted by the 

convolutional layers, downsampling operation is carried out by the pooling layers and classification 

is performed by the fully connected layers to convert into output. Finally, in the test cases, we 

compare the performance between MLP and CNN, which has shown that CNN performs better on the 

issue we mentioned. The method we proposed can improve the accuracy in the power grid stability to 

a great extent, which will provide an effective and stable means. 
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