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Abstract. The community’s perspectives and comments are a valuable resource for businesses 

and other organizations. In the past, businesses used inefficient procedures. Now that social 

media is the new trend, it enables an unprecedented level of analysis and evaluation. This enables 

unprecedented analysis and evaluation of various factors. This enables unprecedented analysis 

and evaluation of a wide range of topics and components in different contexts and settings. 

Throughout business history, these strategies have been expected. This field of study is called 

“sentiment analysis.” SVM was used to analyze sentiment for this research project. One of these 

duties required an SVM(SVM). Support vector machines, or SVM, is a popular supervised 

machine learning algorithm for determining text polarity. SVM abbreviates support vector 

machines. Precision, recall, and F-measure are used to evaluate SVM using two datasets of pre-

classified tweets. Tables and graphs are used to communicate research findings. This research 

classifies tweets about US-Airlines and performs sentiment analysis with an accuracy of 91.8 

percent, precision of 91.3 percent, and recall of 82.3 percent, as well as the F1 of 86.9 percent. 
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1.   Introduction 

It is anticipated that over the next few years, there will be an increase in demand for text mining tools 

and methods that are both effective and efficient. This demand is being driven by the massive amounts 

of textual data currently present in the modern world. Because of online social networking websites, this 

information keeps growing and expanding daily (Facebook and Twitter). Mining the opinions and 

stances expressed in such massive amounts of data and reviews can provide organizations with 

innumerable benefits. Businesses can efficiently maintain and improve their market position by utilizing 

sentiment analysis. These steps include figuring out which products or services need to be improved, 

which price allocations most people are unhappy with, and which new features the community wants. 

Sentiment analysis enables these businesses to do so. They can take effective and efficient actions, 

allowing them to maintain and improve their position in the market. Techniques that are based on 

lexicons, techniques that are based on machine learning, and hybrids that combine these two approaches 

have all been extensively discussed in the research that has been done on sentiment analysis [1, 2, 3, 4]. 

The application of a dictionary that has been predefined allows for the determination of the sentiment 

orientation of a body of textual data using a method that is known as the lexicon-based method. This 

particular dictionary has a different system for classifying words according to the feelings that they elicit 
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in the person reading the dictionary. It achieves a high level of performance when classifying text using 

its dictionary [5]. SentiStrength 3.0, SentiWrodNet, WordNet, Linguistic Inquiry Word Count(LIWC), 

Affective Norms for English Words(ANEW), and sentient are lexicon-based tools [6]. 

A subset of the input data containing the desired output class is provided to the algorithm in order 

for it to construct the rules. The actual input data to be processed is then provided to the algorithm. This 

method can reduce the time required to process the data(the test data). There is a dearth of published 

literature on the use of sentiment analysis in the airline sector, and the majority of this work focuses 

solely on datasets from the United States. This is despite the fact that there are more and more studies 

on sentiment analysis being conducted. To the best of the author’s knowledge, this is the first paper that 

uses support vector machines(SVM), a kind of machine learning, to analyse the sentiment of tweets that 

are relevant to United States Airlines. The researchers were directly encouraged to carry out the current 

inquiry as a result of the findings of the investigation that came before it. Because of this work, not only 

will the field of sentiment analysis advance, but it will also help airlines in terms of consumer 

intelligence and education, which will increase the level of satisfaction experienced by customers. The 

completion of this task will ultimately lead to an increase in the level of satisfaction experienced by 

customers. In addition to this, it will place an emphasis on the use of social media analytics not only in 

the marketing of their products and services but also in the management of risks, the forecasting of 

enterprises, the examination of competitors, and the development of new products. 

2.   Introduction of related concepts 
The accurate classification of user-generated text into predetermined dichotomies is the primary focus of the 

expansive field of sentiment analysis, which was named after its primary focus. The primary purpose of 

sentiment analysis is to achieve this result. Analysis and detection of sentiment can be accomplished with the 

help of a wide variety of tools and approaches. After being trained with training data, supervised machine 

learning algorithms are applied. In addition to that, one may make use of a wide variety of additional tools 

and algorithms. This line of inquiry uses both lexical methods and hybrid tools, which combine lexicon-

based classification algorithms and machine learning techniques. Classification can be accomplished with 

the help of lexical methods by using a corpus that has been annotated with dictionaries. The classification 

process is carried out by hybrid tools using a corpus that has been annotated with dictionaries. Classification 

methods that are based on a corpus that has been annotated with the help of a dictionary are known as lexical 

techniques. In order to carry out the necessary classification tasks, hybrid tools make use of a corpus that has 

been annotated with dictionaries. 

Completing tasks requiring classification is made possible with the assistance of hybrid tools. Support 

Vector Machine was utilized for several tasks associated with this research project, including  sentiment 

analysis. Because of one of these responsibilities, a Support Vector Machine was necessary(SVM). In the 

realm of supervised machine learning, support vector machines, more commonly referred to by their acronym 

SVM, are among the most popularly employed algorithms for determining the polarity of text. Support vector 

machines can also be referred to using the acronym SVM. The effectiveness of support vector machines(SVM) 

is evaluated using two datasets of pre-classified tweets, with precision, recall, and F-measure serving as the 

metrics of choice for conducting a comparative study. Tables and graphs, each in their appropriate format, 

are utilized here. The SVM was initially mentioned in a formal context by [7] and has since grown to be one 

of the most well-known applications of supervised machine learning. 

It is a typical strategy that has repeatedly surpassed Naive Bayes classifiers and been shown to be 

extremely successful in numerous aspects of text categorization. In addition, it is highly effective in various 

text categorization tasks [8]. In addition, it has been demonstrated to be highly effective in various text 

categorization applications, which is an enormous advantage. It is a method for categorizing texts that has 

recently received much attention due to its effectiveness in various contexts. This is because it can be utilized 

to categorize texts. Together with both sets of data, precision and recall statistics, as well as the F-measure, 

are used to evaluate the support vector machine’s(SVM) performance. The practice of analyzing the feelings 

conveyed in the text is currently trendy. The process of extracting data from social networking sites and 

analyzing it is currently being automated by researchers. In the research paper [9], the authors proposed a 

method for obtaining pre-labelled data from Twitter to train SVM classifiers.The proposed method was found 

to be accurate 85 percent of the time based on the classifier evaluation. 

Proceedings of the 3rd International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/4/20230354

87



In another piece of research, J48 and MLP were compared across five different datasets. The precision, 

recall, F-measure, and ROC Area were the metrics used to ascertain the accuracy level [10]. MLP 

outperformed the other companies in the industry. In addition, the findings showed that Neural Networks 

could be utilized for classification purposes. A novel method [11] was utilized to classify tweets as either 

positive or negative. They talked about conducting sentiment analysis on Twitter through remote machine 

learning. Tweets with annotations served as the basis for the training data. According to the authors, Naive 

Bayes, Maximum Entropy, and SVM can achieve an accuracy of more than 80% when applied to tweets 

containing emoticons. Accuracy in classification preprocessing was the primary focus of the study’s 

investigation. In another piece of research, the content of Arabic Twitter was dissected. They used NB and 

SVM to analyze one thousand tweets to determine polarity [12]. The research found that using feature vectors 

improved the performance of machine-learned classifiers. In the training data, we found opinions that 

contradicted one another, repeated opinions, and opinion spamming. This may result in a loss of precision; 

the study’s authors classified Arabic tweets using a combination of Nave Bayes, Decision Trees, and Support 

Vector Machine. In this study, Arabic tweets were categorized by employing TF-IDF and stemming. They 

assessed the accuracy of three algorithms by using a single dataset’s precision, recall, and f-measure. 

3.   Methodology 

3.1.   Materials 

This research makes use of datasets of tweets that have been previously labelled [13]. This dataset 

includes tweets that are related to US-Airline. There are 2363 positive tweets, 3099 neutral tweets, and 

9178 negative tweets for six US airlines, for a total of 14640 tweets. 

Table 1. Tweets dataset for 6 US airlines. 

CLASS TWEETS 

NEGATIVE 9178 

NEUTRAL 3099 

POSITIVE 2363 

TOTAL 14640 

3.2.   Preprocessing  

The preliminary data processing before it is used in the classification procedure is critical. At this point, 

the dataset will be normalized and made ready for the classification algorithm. This ensures that the 

algorithm runs without hiccups and produces valuable results in the shortest possible time [8]. According 

to several studies, the preprocessing parameters include the TF-IDF, the Stemmer, the stopwords 

Handler, and the tokenizer, among other things [1, 14, 15]. 

3.3.   Classification 

In this phase, the normalized data is subjected to the support vector machine(SVM) for classification 

purposes, and the outcomes are reported. Any supervised machine learning algorithm can be subjected 

to performance analysis by using pre-classified data as test data and comparing the output polarities to 

the polarities used during the classification process. A data set composed of pre-marked tweets is used 

as input data. The precision, recall, and f measure metrics are used to assess the results’ correctness. 

3.4.   Results 

This section analyzes both datasets’ SVM results and compares them using a variety of metrics. This 

study uses three separate evaluation parameters—precision, recall, and F measure—to enable 

comparison. 

The TP rate and FP rate can be used to calculate the precision in the following ways: 

TP 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 

(𝑇𝑃 + 𝐹𝑃)                                                       

The notation TP is applied to sentences that have been correctly classified, whereas the notation FP is 

used for sentences that have been misclassified. 

The formulas for calculating recall are as follows:  

TP 

𝑅𝑒𝑐𝑎𝑙𝑙 =  

    (𝑇𝑃 + 𝐹𝑁)                                                          

FN indicates a sentence that is not classified, whereas TP indicates a sentence that is correctly classified 

(as explained above). 

The formulas below is used to determine the F-measure :  

Precision×Recall×2 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)                                               

According to the findings, the accuracy, precision, and recall, as well as the F1, come in at respective 

percentages of 91.8 percent, 91.3 percent, 82.8 percent, and 86.9 percent. 

Table 2. Accuracy, precision, recall and F1 score. 

ACCURACY 91.8% 

PRECISON 91.3% 

RECALL 82.8% 

F1 86.9% 

4.   Conclusion 

The aim was to know how well the Support Vector Machine(SVM) did when it was given the task of 

analyzing people’s feelings, so we conducted this research. In order to evaluate how well SVM works, 

we used a single pre-classified dataset that was derived from tweets. This dataset was our test subject. 

This data set included tweets that were relevant to six different airlines with headquarters in the United 

States. Python is the programming language that is utilized for the purposes of performance analysis 

and benchmarking. The precision, recall, and f-measure metrics are utilized in order to perform an 

accuracy analysis on the results. According to the investigation, the dataset had an accuracy of 91.8 

percent, a precision of 91.3 percent, and a recall of 82.8 percent. In addition, the value of f1 can be 

expressed as 86.9 percent at the present time. In the following section, the total set of results is presented. 

The findings make it abundantly clear that the performance of SVM is contingent on the dataset that is 

provided as input. Further research is required to understand how SVM and other machine learning 

approaches are affected by performance, and more research needs to be done. For the purpose of this 

study, a wide variety of different large datasets should be utilized. The findings of this research project 

have the potential to serve as a benchmark for subsequent comparative research after it has been 

completed. 
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