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Abstract. Gobang is a worldwide two-player strategy board game, which is popular especially 

in the Asian region. Recently, the science and technology has been developing fast and artificial 

intelligence was applied in numerous fields like the board game. Gobang, a strategy game with 

moderate difficulty, is a suitable example for people to test algorithms and solve board game 

problems. As a result, many related algorithms were appearing with different advantages and 

disadvantages. In this work, these already existed algorithms, game tree, minimax search, alpha-

beta pruning, genetic algorithm and monte carlo tree search, were discussed and compared. The 

results and comparison showed that game tree and minimax search had a large number of nodes 

to calculate to reach a suitable search depth, about 1.00E+12 and 1.29E+14 respectively, which 

meant they need a long calculating time, while the alpha-beta pruning need to calculate about 

2.2E+07 nodes and genetic algorithm only need to calculate about 1.00E+04 nodes, which cost 

0.6 seconds for every move. Plus, the monte carlo tree search could reach nearly 100% win rate 

through self-play, which making gobang algorithm become more refined. Additionally, these 

algorithms had already made gobang AI powerful with fast move and high win rate, so they also 

had been applied in many different fields to develop and spread gobang. 
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1.  Introduction 

Gobang, also known as gomoku, or five-in-a-row, or renju, is a two-player strategy board game. One 

player uses black stones and can play first. Another player uses white stones and has to move after the 

first player. Then they play in turn. The one who firstly forms a straight line of five stone in same color 

will win. In the early stage, the board was with 19 rows and 19 columns just like a go board. However, 

the big board made Black has more advantages over White [1]. As a result, nowadays, the standard 

chessboard is composed of 15 horizontal and vertical parallel lines with equal distance, which means 

there are 225 nodes to move, providing a good condition for artificial intelligence to deep learn. 

The Gobang has a long history. In the middle of 19th century, some books related to gobang had 

existed in Japan. And the earliest record of gobang in Chinese literature appeared in the late 19th century. 

In A.D.1988, Renju International Federation was established, which means Gobang went global [2]. 

And even now, Gobang is still the one of most popular board games in the world, especially in Asia. 

With the development of artificial intelligence, more and more solutions and algorithms of gobang 

appeared. Firstly, game tree, which uses a diagram like a tree to demonstrate moves of players in order, 
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was a common way to predict game results. Cooperating with the evaluation-function, a way setting up 

a function to judge the importance of different moves in the game, an AI which was able to choose a 

better move to win was designed. However, as we all known, players won’t just consider the present 

situation. A sophisticated player often considers the future of the situation, so AI has to increase the 

depth and make a comprehensive consideration. To beat the sophisticated opponent, the minimax search 

was proposed. It was a way to assess moves under the condition that the opponent always choose optimal 

solution. With the enough depth, this way can increase the win rate of gobang AI. Nonetheless, game 

tree had a problem that it was too hard and slow to iterate over all the results. To improve the efficiency 

and feasibility, more useful ways were founded. The algorithm called Alpha-Beta pruning algorithm 

was typical. It optimized the minimax search by not calculating a part of nodes which won’t be choice 

because of the exist of a more optimal solution. This way decreased the amount of calculation to a certain 

degree, raising the calculating speed and reducing the workload. Nowadays, more novel algorithms like 

genetic algorithm, Monte Carlo Tree Search and so on are appearing, which can improve the efficiency 

eve further. 

The remainder of the chapter is organized as follows. First, this study will describe the basic 

information of gobang and the development and features of four algorithms in Section 2. Then in Section 

3, the results of algorithms were demonstrated through specific data and discussed. Finally, Section 4 

gives the chapter summary and presents conclusions extracted from the solutions discussed here. 

2.  Method 

2.1.  Introduction for Gobang game 

2.1.1.  Versions With the development of gobang, there are some variants of Gobang exists nowadays, 

including Free-style, Standard, Renju and even professional version. 

In Free-style version, it is not necessary to pursue the line of exact five stones, which means even 

when getting a row having over 5 consecutive same color stones, the play also can win. 

In standard version, players have to pursue the line of exact five stones and the row having over 5 

consecutive same color stones cannot be regarded as win. 

In Renju version, there is no restriction for White, while Black is restricted to reduce its advantage. 

If Black forms a line of over five stones or form a so-called double three or double four, Black will lose 

the game. 

In Profession version, the restriction becomes more complicated. Black has to put his first move on 

the center of the chessboard. The second move of White has to be put on the 8 nodes which are next to 

the black’s first move. Then the second move of Black must be outside the set of 5◊5 squares centered 

by black's first stone.  

And there are many other minor versions, but they won’t be mentioned in this article. This article 

only discusses these more common versions. 

2.1.2.  Main module Nowadays, the most common module of gobang is the m, n, k-game. It is a module 

that two players using two color stones respectively move in turn on a board with m rows and n columns 

and who firstly forming k stones in a row will win. For example, the famous Tic-tac-toe chess is a typical 

3,3,3-game. Similarly, some specific versions of gobang can be saw as 15,15,5-game. And according to 

some existed studies and theories, the second player cannot win in a m, n, k-game [3]. In 1994, Allis 

had proved that free-style and standard gobang can make sure that the first player which always is the 

black side can win through db-search and pn-search [4]. Then, in 2001, Wágner, using the game tree 

and taking 9000 hours by a Pentium 200 MHz, proved that even in Renju version, the first player also 
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can be sure to win [5]. After the first player was proved to win certainly, the gobang AI aimed at being 

more efficient and having higher win rate. 

2.2.  Algorithms 

2.2.1.  Minimax search In 1950, Shannon designed a program of the minimax search to play chess. He 

constructed an evaluation function to assess each move of two players, then the opponent's strongest 

move could be predicted and responded [6]. Although this way has the problems including the long 

calculating time and depth is not enough, it was a reasonable way for board games and many gobang AI 

were using the minimax search. After its proposal, its improvements emerged too. Alpha-beta pruning 

is a typical example. 

2.2.2.  Alpha-beta pruning In minimax search, many unnecessary data exist resulting in the low 

calculating speed. To avoid these data and reduce the searching space, an algorithm like alpha-beta 

pruning is necessary. It would not considerate some moves and their changes because the opposite will 

choose a better choice. In 1961, Edwards et al. proposed the alpha-beta heuristic [7]. Alpha-beta pruning 

is still chosen for the gobang AI algorithm nowadays. 

2.2.3.  Genetic algorithm The genetic algorithm was proposed by Holland in 1992 [8]. This algorithm 

references the laws of natural biological evolution. Its module searched the optimal solution by 

simulating the natural evolution process. Wang et al. applied it to the gobang game and got considerable 

results [9]. 

2.2.4.  Monte carlo tree search In the middle of 20th century, the monte carlo method, which was a 

numerical calculation method guided by probability statistical theory, was designed by Metropolis [10]. 

Then in the early of 21st century, the monte carlo method was applied in the board game, go, by Coulom, 

and he described the application in game tree as monte carlo tree search [11]. The fact that the go AI 

beat many human professional players showed that this application was succeed. The success like that 

also attracted many researchers to follow and apply it in other areas. For example, Li et al. designed a 

game model for gomoku, which was equal to gobang, based on deep learning and monte carlo tree search 

and got some results [12]. 

3.  Result and discussion 

Some data of different gobang algorithms including minimax search, alpha-beta pruning and genetic 

algorithm from references are showed and compared in Table 1 [9, 13]. 

From the data in Table 1, it can be found that numerous nodes needed calculation will exist to find 

the best move if the AI only use game tree and minimax search to reach a considerable depth and one 

study mentioned that a Pentium 200 MHz machine can only search 400 nodes every second which means 

the process to find the best move is very long [5]. When the alpha-beta pruning was chosen, the number 

of search nodes will reduce significantly to about 2.2E+07 and a part of wasted time will be withdrawn. 

The genetic algorithm performs better. It just needs about 1.00E+04 search nodes to reach similar depth. 

Additionally, according to the study, it can choose the prime move by only costing 0.6 seconds in each 

turn which means the genetic algorithm is an enough powerful way for gobang AI [9]. And nowadays, 

monte carlo tree search, which had got huge success and beat many human professional players of go, 

was applied in gobang. In the study, Li et al. collected 53 different Internet models and let them play 

against each other to deep learning through monte carlo tree search. At last, in the version 53 vs 1, the 

black can win 100 times with no draw and lose [12]. With the neural networks built on Tensorflow and 

Keras, the gobang AI of monte carlo tree search can realize being stronger through numerous self-play 

games like the alpha-go, which increase the win rate of gobang AI effectively. 
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Because of the smaller board and simpler rules compared with go, gobang AI has reached an enough 

high win rate and fast calculating speed. So, researchers pay more attention on other aspects. For 

example, Lin et al. designed an online gobang game depending on MFC Socket to spread gobang to 

more people [14]. And Li et al. used machine learning to design a gobang recommendation system to 

promote the learning of gobang [15]. 

4.  Conclusion 

In this work, different algorithms were mentioned to introduce the development of gobang AI. Game 

tree, minimax search, alpha-beta pruning, genetic algorithm and monte carlo tree search were applied in 

gobang AI one after another. According to the results of these algorithms and the comparison among 

them, it could be found that the early algorithms like game tree and minimax search had many problems. 

With the improvements of algorithm like alpha-beta pruning, genetic algorithm and monte carlo tree 

search, the calculating speed and win rate became better and better. The genetic algorithm and monte 

carlo tree search may be good choices for now for AI to play gobang. In the future, it can be believed 

that better algorithms will appear with higher speed and win rate, and these algorithms will be applied 

in more fields.  
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