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Abstract. Safety has always been the primary consideration in high-speed railway operations. 

Turnouts are one of the most safety-critical components in the railway system, yet its fault 

diagnosis still relies on manual inspections, which is time-consuming and can lead to missing 

reports of turnout malfunctions. This paper proposes an automatic turnout fault diagnosis 

method based on group decision making. By assembling three individual classification 

algorithms, including the k-nearest neighbors algorithm, naive Bayes classifier, and deep 

neural network, this algorithm aims to automate turnout fault diagnosis and reduce the 

possibility of missing reports. Experiments to compare the performance of the group decision 

making algorithm and the three individual classifiers based on datasets generated by real 

turnout systems in simulated fault conditions are carried out. The result shows that the recall, 

i.e., the sensitivity to turnout fault of this algorithm is superior to the individual classifiers 

without losing overall accuracy, indicating that the missing report rate can be reduced through 

the group decision making process. 
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1.  Introduction 

China has constructed the largest high-speed railway network in the world with the highest train speed 

of 350km/h. By 2022, the network has reached a total length of over 40,000 kilometers and undertakes 

more than 60 percent of the country’s railway passenger service. Such a massive and rapid-developing 

high-speed railway system leads to increased attention to its safety measurements. Due to the nature of 

high-speed and high-intensity train service, minor system malfunctions can cause significant accidents 

[1]. Therefore, the security measures of the system are of high strategic importance. 

Turnouts, which have direct contact with railroad vehicles and allow a train to move from one track 

to another, are crucial to the safety of the high-speed railway system. Turnouts are prone to defects 

due to high operation frequencies, hostile environments, impacts from trains, and the inherent 

complexity of the equipment, and their faults can cause severe accidents including derails and train 

collisions [2]. Thus, the construction of an effective and acute turnout fault diagnosis system is vital to 

the safe operation of the high-speed railway network. 

The current diagnosis of high-speed turnouts relies on experienced staff to visually examine the 

current and power curve provided by the monitoring system, which is laborious and frequently leads to 

missing reports and erroneous judgments due to the complexity and uncertainty of turnout 
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malfunctions. Several methods have been studied to improve the efficiency and accuracy of fault 

diagnosis, including BPNN, Case-based reasoning, SVM, etc. [3-7]. These methods improve the 

intelligence and efficiency of the turnout fault diagnosis, reduce the level of effort required by the 

process, and thus cut down the operational and maintenance cost of turnouts. However, these methods 

still have certain drawbacks. For instance, neural networks require a huge amount of training samples 

to achieve a good performance model, while in Case-based reasoning, the generalization ability needs 

improvement. It remains a significant issue how to improve the intelligence and applicability of the 

algorithm so that the accumulated and real-time data can be fully utilized to provide a more sensitive 

and accurate diagnosis of the turnout faults.  

In this paper, an intelligent turnout diagnosis algorithm based on group decision-making is 

proposed. By adopting three individual classifiers as experts, the algorithm conducts decision fusion in 

a ‘one-vote veto’ manner to improve the sensitivity and reliability of diagnosis models. 

2.  Methodology 

As discussed above, a group decision making method is proposed based on three classification 

algorithms including K-Nearest Neighbour, Naïve Bayes, and Deep Neural Network. The detailed 

mechanisms of the three individual algorithms are shown below. 

2.1.  Knn 

The k-nearest neighbors algorithm, or KNN, is a classification algorithm suitable for studies involving 

multiple classes. The k nearest neighbor training examples of the object are picked by the distance 

between the object and the examples, where K is generally a small positive integer [8]. The detailed 

process is listed below: 

Suppose x and y are two different cases, then the distance between the two cases could be 

calculated as follows: 

 𝑑(𝑥, 𝑦) = (∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1 )1/2                                                    (1) 

Based on the above equation, the distances between the case to be diagnosed and history cases are 

calculated and K historical cases with the smallest distances are picked as the decision neighbors. The 

classification result is given by the case label which has a majority number among the decision 

neighbors.  

2.2.  Naive bayes classifier  

Naïve Bayes classifier is a classification algorithm based on Bayes' theorem and the assumption that 

features are independent of each other [9]. Bayes’ theorem is given by: 

 𝑃(𝐴|𝐵) =  
𝑃(𝐵|𝐴)𝑃( 𝐴)

𝑃(𝐵)
                                        (2) 

Where P(B)  0. 

In the naïve Bayes classifier, an object to be classified is represented by a vector X = (x1, x2, …xn), 

in which x1 to xn represent n features. The probability of the instance belongs to a category Ck is 

given by: 

 𝑃(𝐶𝑘|𝑿) =  
𝑃(𝐗|𝐶𝑘)𝑃(𝐶𝑘)

𝑃(𝑿)
                                         (3) 

Following the naïve assumption that each of the features is independent, and as P(X) does not 

depend on the object, the above expression can be modified into: 

 𝑃(𝐶𝑘|𝑿) ∝  𝑃(𝐶𝑘) ∏ 𝑃(𝑥𝑘𝑖|𝐶𝑘)𝑛
𝑖=1                                               (4) 
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Figure 1. An example of the structure of DNN. 

The probability that the object belongs to each category is calculated, and the object is assigned to the 

class with the maximum probability, which is known as the maximum a posteriori (MAP) decision 

rule. 

2.3.  Deep neural network 

Deep Neural Network (DNN) is a type of artificial neural network that can model intricate non-linear 

systems [10]. DNN consists of an input layer, an output layer, and one or several hidden layers 

between them. Each layer consists of multiple neurons, and each neuron, except those in the output 

layer, is connected to every neuron in the next layer, as shown in Figure 1. Each neuron in DNN 

consists of five parts: input (x_1, x_2, …, x_n |x_i∈R), weight w_i∈R, bias b∈R, active function, 

and output y=f(w*x+b). 

The weights and biases need to be optimized through the training of the network to minimize the 

error between the output and the training dataset. The loss function, which evaluates the differences 

between the output and the training set, is given by: 

 𝐿𝑜𝑠𝑠 =  ∑ (𝑦𝑖 − (𝑤𝑥𝑖
𝑛
𝑖=1 + 𝑏))2                                                   (5) 

And Backpropagation (BP) is commonly used in DNN training to minimize the loss and determine 

proper weights and biases for the model. 

2.4.  Group decision making 

This study introduces group decision making (GDM) to reduce the uncertainty of the individual fault 

diagnosis method and improve the accuracy and reliability of the diagnosis result. In the group 

decision making process, each of the diagnosis methods is regarded as an “expert”, and the final 

diagnosis result is proposed based on the output from multiple experts.  

To guarantee the performance of the proposed model, the fusion method uses a ‘one-vote veto’ 

algorithm, which expression is shown below. 

 𝐶𝑎𝑠𝑒 𝑙𝑎𝑏𝑙𝑒 = {
𝑛𝑜𝑟𝑚𝑎𝑙, 𝑖𝑓 𝑎𝑙𝑙 𝑡ℎ𝑒 𝑒𝑥𝑝𝑒𝑟𝑡𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑦 𝑡ℎ𝑒 𝑐𝑎𝑠𝑒 𝑎𝑠 𝑛𝑜𝑟𝑚𝑎𝑙

𝑓𝑎𝑖𝑙𝑢𝑒, 𝑖𝑓 𝑎𝑛𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑥𝑝𝑒𝑟𝑡𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑒𝑠 𝑡ℎ𝑒 𝑐𝑎𝑠𝑒 𝑎𝑠 𝑓𝑎𝑖𝑙𝑢𝑟𝑒
 (6) 

3.  Experiment 

The proposed Group decision making algorithm is discussed above. In this section, experiments are 

conducted with real-life turnout operation data to verify the effectiveness of the algorithm. 
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3.1.  Data 

The data used in the experiments are balanced fault data of turnouts’ single-phase current value versus 

time from real S700K turnouts. The dataset consists of 566 samples labeled as “normal” or “failure”. 

Each sample is padded with zero at the end so that they have the same length of 270 samples. 

3.2.  Experiment design 

The experiment is divided into two main parts: 

(1) Three classifiers, namely KNN, DNN, and naïve Bayes, are applied to the data separately. 

(2) The group decision making algorithm uses these three classifiers with identical parameters as in 

part (1). 

Each of the classifiers is regarded as an “expert”. To improve the recall performance of the 

algorithm and to minimize the missing report rate, the algorithm is configured in a “one-vote veto” 

way, i.e., the case will be classified as “failure” if any of the three experts determine the case as a 

failure. 

In KNN, the number of neighbors K is set to 3. For DNN, a neuron network with 2 hidden layers is 

constructed, each with 136 neurons and Rectified Linear Unit (ReLU) as the active function. The 

output layer of the network consists of 2 neurons with active function as SoftMax and loss function as 

MEXENT. 

5-fold cross-validation is applied in both experiments to optimize the classifiers by randomly 

dividing the dataset into 5 equal subsets, and using 4 sets for training and the remaining set for testing 

on a rolling basis. 

3.3.  Evaluation index 

The experiment uses three indices, namely accuracy, selectivity, and recall, to evaluate the overall 

performance of the algorithms. They are given by: 

 𝐴𝑐𝑐𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
                                                    (7) 

 𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
                                                 (8) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                    (9) 

Where: 

TP refers to the count of failure cases correctly classified as failure; 

TN refers to the count of normal cases correctly classified as normal; 

FP refers to the count of normal cases falsely classified as failure; 

FN refers to the count of failure cases falsely classified as normal. 

As the turnouts are safety-critical to railway operations, it is vital to improve the sensibility of the 

diagnosis algorithm to reduce the probability of missing any malfunction. Thus, recall is of the 

greatest importance among the three evaluation criteria. 
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Figure 2. The performance of the three individual classifiers and 

group decision making algorithms. 

3.4.  Result and analysis 

Table. 1. Shows the Comparison results of accuracy, selectivity, and recall of the three individual 

classifiers and group decision making. 

As shown in Table 1 and Figure 2, the Accuracy of KNN is 95.76%, which is the highest among 

the four classifiers, with the accuracy of Group Decision Making following closely, reaching 95.58%. 

The accuracy of the Naïve Bayes classifier is significantly lower than others, with only 76.33%. The 

selectivity of Group Decision Making is the lowest, yet still greater than 96%. 

On the other hand, the recall of the Group Decision Making reaches 94.70%, which is the highest 

among all classifiers. Overall, the Group Decision Making has advantages in detecting the turnout 

faults compared to the three individual classifiers without sacrificing much accuracy performance. 

The above outcomes verify that the group decision making algorithm can utilize the advantages of 

different experts and propose a better model, which can improve the robustness and the generalization 

ability of the diagnosis results. 

4.  Conclusion 

The use of sections to divide the text of the paper is optional and left as a decision for the author. 

Where the author wishes to divide the paper into sections the formatting shown in table 2 should be 

used. 

In this paper, a turnout fault diagnosis algorithm based on group decision making process is 

proposed to improve the diagnosis accuracy and reduce the missing report rate. This algorithm groups 

three classifiers, namely KNN, Naïve Bayes, and DNN, and assembles the classification results in a 

“one-vote veto” manner, i.e., the turnout will be diagnosed as faulted when any of the three classifiers 

determines there is a failure. This algorithm takes the turnout operation current versus time data 

streams as input. In the experiment, the accuracy, selectivity, and recall of the group decision making 

algorithm are determined and compared with the three individual classifiers, with 5-fold cross-

validation applied to reduce error. The result demonstrates that the group decision making classifier 

has significant advantages in recall over the individual classifiers without a sensible dropping in the 

overall accuracy. It is expected that the group decision making algorithm can be applied in real-life 

applications to ease the pressure in the turnout fault diagnosis process as well as reduce the missing 

report rate. 
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