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Abstract. The trend in today's society is to pursue a higher quality of life. Trash classificationn 

obviously needs to be taken into account. In reality, however, many people have problems with 

sorting, making them so inefficient that the time and effort spent on it outweighs the rewards. A 

model program based on a Convolutional Neural Network (CNN) machine learning approach is 

employed to perform the job of identifying and classifying to solve the problem. By dividing the 

data set into different uses and performing processes such as mirroring images, the recognition 

capability of the model is enhanced, and its accuracy can be verified. The number of layers is set 

at a reasonable level and various parameters are initialized. The learning rate set by the project 

adjusts itself to avoid overshooting and too low efficiency, but it also leads to fluctuations in cost 

during convergence. After a careful comparison of the pros and cons, the ReLu function was 

chosen as the activation function to ensure proper operation of the program and to speed up 

training and reduce computation. The experimental test results prove that the model outperforms 

its predecessors. The convolution of CNN compresses the data well, and the number of iterations 

ensures the accuracy of the model prediction. It could go even further, if more samples and more 

powerful hardware could be used to solve the problems of over-fitting and insufficient computing 

power.  
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1.  Introduction 

The improvement of the quality of life marks the progress of civilization. As the garbage segregation 

movement rolls out everywhere as an ordinance that advocates everyone to implement it, many people 

desire something like a smart app to help them identify and categorise garbage as it is easily 

misidentified and misclassified. Commuters or workers whose lives are squeezed by the pressures of 

work urgently need to reduce the amount of time they spend in this, and others are tired of having to 

constantly check the standard of garbage classification since they may be fined for mistakes. Some 

pieces of Chinese news have reported on the lack of knowledge about waste separation among the 

general public and the penalties it brings. For example, in a municipal survey report in June 2015, 2,370 

garbage sorting problems were found in 165 living communities in Hangzhou, among which 1,631 

problems such as wrong garbage throwing and wrong sorting accounted for 68.82% of the total number 

of problems, topping the list [1]. Even in 2022, three-fifths of the people interviewed at random on the 

street cannot answer the question about waste separation. 
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In summary, it would be useful to design a program that intelligently identifies images to select their 

attribution. The step of identifying the type of garbage in the process of classification is the most 

important. A machine learning-based approach would be the most appropriate choice, due to its accuracy 

and stability that would be trustworthy when trained correctly. For the image recognition task, the best 

performing deep learning algorithm is the Convolutional Neural Network (CNN). On the one hand, it 

reduces the number of weights making the network easy to optimize. On the other hand, it reduces the 

complexity of the model and reduces the risk of overfitting. In image processing tasks, CNN avoids the 

complex process of feature extraction and data reconstruction in traditional recognition algorithms and 

is able to compress a huge amount of pixel information without losing its features, making it suitable 

for high-resolution garbage photo processing work [2]. This also significantly reduces the computational 

pressure on program operation. 

In this study, the dataset obtained from the website Kaggle was used as training [3]. The experimental 

results are positive, the accuracy of recognition is high and the task of classification is excellently 

performed. In addition, several methods have been proposed to improve some detailed flaws of the 

training process. A cost function is used to measure the deviation of the model prediction and the weight 

settings are updated using gradient descent and back propagation. The resulting value of cost was able 

to converge to a minimum overall, but had the problem of continuous floating during the descent. It is 

expected that the model can perform better with a suitable learning rate descent adjustment. 

2.  Method 

2.1.  Data Preparation 

Table 1. Number of Images for each class. 

Classes Total Images 

cardboard 393 

glass 491 

metal 400 

paper 584 

plastic 472 

trash 127 

The data are found on Kaggle Garbage Classification Dataset [3]. The datasets are made up by 2, 467 

images as a total and divided into 6 classes, which are cardboard, glass, metal, paper, plastic and other 

trash. We used 2019 images for training the model, 252 images for validating and 256 images for testing. 

The number of images is covered in Table 1 Moreover, augmentation operations are done, such flipping 

to the right and left, in order to make the effects of some factors unrelated to image recognition as little 

as possible, thereby making the model more stable and run well. 

2.2.  CNN model 

Since the project is based on the recognition of images of trash, it is determined to use CNN, one kind 

of artificial deep learning neural network shown in Figure 2 which consists of some layers such as 

nonlinear, pooling, and fully connected layers shown in Figure 1 [4]. The efficiency of CNN in image 

classification is remarkably high. We build our program on Jupyter Notebook, with the framework 

TensorFlow, and our optimizer is ADAM. The default learning rate of TensorFlow is 0.001. The ADAM 

function ensures the adaptive learning rate, so the learning rate will not keep constant [5]. The varying 

learning rate ensures the efficiency of finding gradients using gradient descent technique, thus we 

averagely use 140 seconds for training each epoch and the total time used for finishing 64 epochs is 

about 2.5 hours. However, if the SVG optimizer is applied, the running time maybe twice longer. After 

training the model, accuracy was noted. In addition to models’ accuracy, the training loss and validation 

loss were also noted. 
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Figure 1. CNN Model [2]. 

 

Figure 2. The architecture of the Neural Network [6]. 

The process of convolution is using a trainable filter for convoluting an input image. At the first layer, 

images are input. Next, after the convolution with kernel size 3×3, features of the images are extracted 

to form a feature map with the size 3×3. Due to the shrinkage of pictures, it can be regarded as the loss 

of data. Therefore, we apply a padding layer, filling the feature map to make the output size consistent 

with the size of the input images [7]. Then then data will pass through the max pooling layer, with size 

2×2. It would reduce the dimensionality of the feature maps by extracting the useful details and 

discarding unrelated images. More concretely, it slides through the feature map and divides it into 2×
2 matrices repeatedly. Later the maximum number in each matrix is chosen, which would decrease 75% 

amount of data. In simple terms, pictures are compressed, and main parameters are get, thus improving 

the efficiency of the model [8]. The subsequent padding layer does the same role as it did in the former 

layer. The later layer is the flatten layer. It is a concrete operation to enter fully connected neural network 

in Keras framework. In simple words, the concept of flattening is straightening and pressing. The high-

level image abstractions obtained by convolution and pooling are flattened into one-dimensional vectors. 

After continuous abstraction of image data, network parameters are greatly reduced. However, the one-

dimensional vectors retain the essential key information [9]. Finally, it comes in to two dense layers. 

Due to the truth that most data in real world are nonlinear, dense layers with activation functions can 

extract the features in front of the dense after nonlinear changes and extract the relationship between 

these data and finally exhibite the relationship of these processed data [10]. This process is also a 
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convolution operation, and the operation of convolution comes from the principle of vector dot products. 

At the first dense layer, we use Relu as the activation function. The reason for using Relu is that the 

gradient would easily disappear when activation function, Sigmoid, is propagating. When the Sigmoid 

function is approaching the saturation point, the derivative of the function will be zero. This makes the 

program not works properly. However, Relu function fixes the problem of the disappearance of gradient, 

and it reduces the dependence among parameters. Therefore, it takes less computation time and faster 

compared with Sigmoid [10]. The gradient of Relu only takes two values: 0 and 1. If the input number 

is negative, the output gradient will be zero and when the input is positive, it would take one as the 

gradient. [10, 11]. The so second dense layer is used with the activation function Softmax. It helps to 

normalize vector to probability distribution vectors. Moreover, Softmax function is efficient in multi-

classes classification [6], which is beneficial in our trash classification that involves 6 classes trash. 
Table 2 presents the structure of the model used in the study. 

Table 2. Parameters at Each Layer. 

Reference Method Dataset 

Layer(Type) Output Shape Parameters 

Conv2d(Conv2D) (None, 300, 300, 32) 896 

Max_pooling2d(MaxPooling2D) (None, 150, 150, 32) 0 

conv2d_1(Conv2D) (None, 150, 150, 64) 18496 

max_pooling2d_1(MaxPooling2 (None, 75,75, 64) 0 

conv2d_2(Conv2D) (None, 75, 75, 32) 18464 

max_pooling2d 2(MaxPooling2 (None, 37, 37, 32)  0 

conv2d 3(Conv2D) (None, 37, 37, 32) 9248 

max pooling2d 3(MaxPooling2 (None, 181832) 0 

flatten(Flatten) (None, 10368) 0 

dense(Dense) (None, 64) 663616 

dense 1(Dense) (None, 6) 390 

3.  Results and Discussion 

We set 64 epochs of training and validating, and finally we also chose some pictures to do the testing 

process to check if the program can distinguish the trash in correct labels. After training the model, 

accuracy is marked in Figure 4. In addition to accuracy of model training, the loss of training and 

validating are also marked in Figure 3. The testing accuracy is noted in Figure 5, with which the 

comparation of results of prediction and the truth of the trash can be apparently seen. The figures 

demonstrate our model is getting better as the loss is declining and the accuracy is increasing 

progressively. From the previous research, we see Thung and Yang has created a Convolutional Neural 

Network to sort 6 categories of trash, and our 6 trash classes are the same to theirs [12]. Thung and 

Yang’s CNN model can achieve 73% accuracy at their sorting process [12]. But as we can see from 

Figure 3, our accuracy can almost reach more than 85%, and the training loss can be lower than 0.4. 

Moreover, the lowest loss of validation can be 0.75 and averagely 0.802 after 30 epochs. The accuracy 

of validation can be up to 0.78. We draw the pictures of prediction of on single batch of testing, which 

includes 24 images of trash. According to Figure 5, the correct rate can be 19 out of 24, which is an 

accuracy about 79%.  
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Figure 3. Training Loss and Validating Loss of the model. 

 
Figure 4. Accuracy of the model. 

 

Figure 5. Prediction results for sample testing images. 
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The program is learning linearly, and it has a little bit fluctuation. The reason lies in the fact of ADAM 

optimizer which takes the adaptive learning rate to finds the local minimum. It is reasonable. If we set 

the learning rate at the very beginning and only applied the unchangeable learning rate, it would be too 

aggressive so the CNN may exist erratic behavior or it would be too small making a long time to train 

the model. Besides, due to our relatively large number of convolution operations, the features of the 

trash images are extracting well and learn by the model almost accurately. Therefore this paper can 

obtain such a high accuracy.  

At the last epoch, the accuracy suddenly drops down may due to the small number of images that 

causes over-fitting. Also, it is a reasonable fluctuation which can be solved for more iterations and 

learning. Besides, the accuracy of testing can be improved for clearer images.  

4.  Conclusion 

An approach based on CNN, the deep learning algorithm has been devised. By compressing the accuracy 

of the images while preserving the key information, the computational and learning pressure of the 

model is greatly reduced. After completing the convolution process, the model is trained. The test results 

show that this model predicts more accurately and has lower loss values than the previous CNN models 

made by previous researchers that do the same task. The model can be further optimized. Specifically, 

since an automatically adjusted learning rate has been applied, there are fluctuations in the loss descent 

process presented by the program. Moreover, the small number of image samples raises the problem of 

overfitting, making the test accuracy appear significantly lower after the number of training iterations 

becomes larger. Therefore, it is planned to continue improving the model in the future. More samples 

will be obtained, the number of iterations will be increased on top of that, and the model will be further 

extended to make it possible to categorize the waste after identifying the type of it for guidance on drop-

off and recycling disposal. Hardware with more computing power will also better support the project. 

The model will be put into practice to improve the motivation of citizens to separate waste by making 

the implementation process easier. This will help the community to better sort their waste and improve 

the quality of life. 
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