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Abstract. All industries employ machine learning extensively, and one of the most promising 

fields is computer vision. Computer vision is a simulation of the human visual system that uses 

cameras and computers to take the role of the human eye to find the target, follow it, and gather 

data from it so that a decision may be made on whether to take further action or provide 

recommendations. The various uses of computer vision in sports are covered in this paper. 

Currently, computer vision is mostly utilized for broadcast enhancement, tracking and 

detection of players and balls. Although the game’s graphics has been substantially improved 

by this technology, there are still several flaws. For instance, some areas are not suited to 

employ this technology. Another is the issue of players being blocked in multiplayer sports. 

For broadcasters, computer vision has significant commercial value. For athletes, this 

technique can improve their performance. 

Keywords: Machine Learning, Computer Vision, Sport, Tracking, Detection, Broadcast 

Enhancements. 

1.  Introduction 

Most sports consist of fast and precise movements, so it is difficult to track and detect the players and 

the balls. The advent of computer vision solves this problem. In fact, computer vision(cv) has been 

widely used in sports now, and it plays a crucial role in both the match and the off-season. For 

example, in a game, a 3D model is used to show the position of the players and the ball, so that the TV 

presenter can discuss and analyze the location and trajectory of the players. Also, the referee is able to 

see what is happening in a second, so the fairest penalty can be given. In team competitions, computer 

vision allows spectators to see movements that are blocked by other athletes. During the training, 

coaches can analysis quick technical movements and correct the wrong movements of athletes with the 

help of computer vision. This paper will focus on the basic technology of computer vision in the field 

of sports. 

2.  Application 

This chapter will focus on different application of computer vision in sports(As shown in Figure 1). 
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Figure 1. Different application of computer vision in sports. 

2.1.  Camera calibration and tracking 

For systems to render graphics into the image that appear locked to the actual world, camera 

calibration is required, as well as for the detection and tracking of balls and players(as shown in Figure. 

2) [1]. The relationships between the pixel coordinates in each image and the world(court) coordinates 

must be understood in order to perform measurements based on the acquired images. These relations 

are obtained by the camera calibration. Sports have strict rules that exactly define the locations and 

sizes of key landmarks on the playing field, simplifying the process [2]. The original systems 

measured the camera’s pan and tilt on a fixed mount, as well as the zoom and focus settings on the 

lens, using mechanical sensors. These lens encoders’ “raw” outputs will have an impact on the 

calibration information for the lens. The ideal situation would be for lens distortion and nodal shift to 

be evaluated during calibration and taken into account when generating images(movement of the 

notional position of the pinhole in a simple camera model, primarily along the direction of vision). It is 

also required to make an educated guess as to where the camera mounting will be in relation to the 

playing surface, perhaps using surveying tools like a theodolite or rangefinder. In a photo, a lens and 

camera with sensors for creating virtual graphics are depicted. Instead of the conventional approach, 

computer vision is now used for the majority of camera calibration. Line-based trackers can be utilized 

directly in sports like basketball, which already have distinct lines denoting well-defined positions(as 

shown in Figure. 3). A feature point tracker can even be utilized for sports that don’t have any evident 

line features. Computer vision using can eliminate the need for extra lenses or mounts. 

 

Figure 2. Camera with sensors on lens and pan [1]. 
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Figure 3. Basketball field with lines. 

2.2.  Detection and Tracking of player 

The first step is to determine the specific position of the player at a specific time. The above is the first 

step of player tracking. Commercial broadcast analysis systems use a variety of methods, from 

manually selecting parts of athletes in calibrated camera images to automated techniques [3][4]. When 

tracking these indoor athletes, it requires two high-quality digital cameras, and a set tracking algorithm. 

This algorithm is based on template matching, and also takes into account the assumption of indoor 

tracking. The above is the whole video tracking system. The following assumptions can be used to 

define the closed world assumption: (1) There are two fixed cameras that provide a full field view; (2) 

The field is bounded; and(3) Two players cannot occupy the same position at the same time-step [5]. 

Background detection should be done first, then tracking. Background detection uses background 

subtraction to categorize each pixel in the current scene as either foreground or background, allowing 

the foreground items to be the main subject of processing. A template is a sub image that contains the 

shape you want to find. Then, utilize the template matching technique to track. The template is centred 

on an image point throughout the template matching procedure, and the matched pixels are tallied. The 

head and shoulders are typically tracked in part when tracking an athlete because it is simpler and 

more visible [5]. When tracking numerous athletes, divide the image into N distinct parts, with just 

one player in each zone. This portioning is called Voronoi partitioning [6]. 

2.3.  Ball tracking 

In team sports, it is more difficult to track a ball since it might be obstructed by players and can be in 

between their hands or feet. It is simpler to create the ball’ s trajectory in a sport like tennis because 

the ball is usually visible. The location of the ball can be difficult to determine in some ball games 

since players may obstruct it, so it can be modeled by integrating the position relationships between 

the ball and players [1]. To monitor cricket balls in 3D, Hawk-Eye developed one of the first multi-

camera computer vision systems that was commercially available in 2001. Later, it was used in tennis; 

at first, the images were provided via broadcast cameras. But in recent years, the system is typically 

used with up to 10 cameras placed around the field to record live images at up to 340 frames per 

second. They can be used with short shutter times and greater frame rates because they are static and 

easier to tune. The algorithm may leverage a lot of prior knowledge about tennis, such as the 

dimension and appearance of the ball and its movement(once it is struck, the rules of physics can be 

used to forecast its motion.),as well as the area that has to be tracked [1]. 
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2.4.  Broadcast enhancements 

2.4.1.  Player modeling. Once the position of the player is determined, the current sports graphics 

systems use various methods to improve the visualization of key moments from a different perspective. 

Modeling players is one way to improve visualization. Later, some smoothly moving viewpoints will 

be copied from one or more fixed cameras. This process is realized by some algorithms of computer 

vision. A basic 3D rendering of the scene can be created from a single camera using a billboard 

technique by isolating the players from the background and putting them as features on flat surfaces 

placed at the predicted places in a 3D model of a sports field [7]. The picture provides an illustration 

of this strategy, which was initially applied in 2004(as shown in Figure 4) [8]. Using positions other 

than the actual camera position, we are able to build virtual views of the game. For instance, we may 

show the field when a linesman determines whether a player is on or offside [1]. This technique of 

building a model with a single camera works well in many circumstances, but it limits the virtual 

camera’s range of motion. The players’ planar nature becomes clear when the viewing direction shifts 

by over 15 degrees. It is also difficult to distinguish between two players when their positions overlap. 

Add one or more cameras, make a “2.5D” model, and require seamless merging of several billboard 

images. The above is the solution [1]. 

 

Figure 4. Generation of a virtual view from a single camera image [9]. 

2.4.2.  Analyze motion of players. Trainers and broadcasters can learn a lot about players’ movements 

at crucial times in a game by analyzing or visualizing them. Usually, in some important training(such 

as elite level), athletes will be placed with more cameras and markers. Of course, these are calibrated. 

This is also achieved through a dedicated motion capture system. However, using such marker-based 

systems in lower-level training and during competition is impracticable. By superimposing a series of 

“snapshots” on the background to generate a motion “trail,” foreground objects or human movements 

can be visually segmented, which can be realized. This allows the movement of objects or people in 

the foreground to be observed. This creates a result that is comparable to what can be obtained by 
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lighting the scene with a stroboscope and taking a picture with a camera that has a long exposure. The 

snooker analysis tool takes advantage of the relatively non threatening characteristics of the game. 

Specifically, when the ball is separated from a simple green background, the camera is usually fixed. 

This is an early example [10]. 

2.5.  Correcting of distortion 

Due to the distortion produced by the fisheye lenses, the footage that was utilized for the visualization 

should be adjusted. The following equations serve as the foundation for the transformation of the 

distorted to the undistorted image: 

 𝑟𝐷𝑒𝑓𝑖𝑠ℎ = 𝑓𝑡𝑎𝑛(
𝑟𝐹𝑖𝑠ℎ𝑒𝑦𝑒

𝑓
) (1) 

 𝑟𝐹𝑖𝑠ℎ𝑒𝑦𝑒 = 𝑓𝑎𝑟𝑐𝑡𝑎𝑛(
𝑟𝐷𝑒𝑓𝑖𝑠ℎ

𝑓
) (2) 

Where 𝑟𝐷𝑒𝑓𝑖𝑠ℎ is the distance to the center of the corrected (Defish) image, 𝑟𝐹𝑖𝑠ℎ𝑒𝑦𝑒 is the distance to 

the center of the distorted(Fisheye) image and 𝑓 is the focal length(in pixels). This transformation is 

carried out under the assumption that the lens is spherical and that the distortion is radial but not 

tangential [5]. 

Interpolation is necessary because the restored image is larger than the distorted one. Reverse 

mapping can avoid interpolation by copying a few of the original, deformed image’s pixels into the 

corrected image. In the approach, look-up tables are used, and each camera’s mapping is only 

calculated once. To transform a pixel p’ at location (x′, y′) from distorted image to a pixel p at location 

(x, y) in the undistorted image we use the following equations:  

 𝑋𝐹𝑖𝑠ℎ𝑒𝑦𝑒 = (𝑋−𝑋𝑐𝑒𝑛𝑡𝑒𝑟)
𝑟𝐹𝑖𝑠ℎ𝑒𝑦𝑒
𝑟𝐷𝑒𝑓𝑖𝑠ℎ

+𝑋′𝐶𝑒𝑛𝑡𝑒𝑟 (3) 

 𝑌𝐹𝑖𝑠ℎ𝑒𝑦𝑒 = (𝑌−𝑌𝑐𝑒𝑛𝑡𝑒𝑟)
𝑟𝐹𝑖𝑠ℎ𝑒𝑦𝑒
𝑟𝐷𝑒𝑓𝑖𝑠ℎ

+𝑌′𝐶𝑒𝑛𝑡𝑒𝑟 (4) 

 𝑟𝐷𝑒𝑓𝑖𝑠ℎ = √(𝑋−𝑋𝑐𝑒𝑛𝑡𝑒𝑟)
2 + (𝑦−𝑦𝑐𝑒𝑛𝑡𝑒𝑟)

2 (5) 

Where the center of the distorted image is at pixel 𝑃′𝑐𝑒𝑛𝑡𝑒𝑟 = (𝑋′𝐶𝑒𝑛𝑡𝑒𝑟 , 𝑌′𝐶𝑒𝑛𝑡𝑒𝑟) and the center of the 

undistorted image is 𝑃𝑐𝑒𝑛𝑡𝑒𝑟 = (𝑋𝐶𝑒𝑛𝑡𝑒𝑟 , 𝑌𝐶𝑒𝑛𝑡𝑒𝑟)[5]. 

3.  Discussion 

The progress of the sport has embraced computer vision, which is widely used and adored by 

spectators, coaches, and commentators. However, computer vision also has some limitations, such as 

the fact that some remote locations lack the resources and technology necessary to employ computer 

vision. The rhythm of some fast-paced sports will be disrupted by the repeated use of computer vision 

for replay, which will also have an impact on player performance and spectator sentiment. Despite the 

fact that computer vision technology has been applied in numerous sports, many of its performances 

still need to be enhanced. How can the target be tracked when it is obscured? Fully automated player 

tracking is also a very difficult problem to achieve. Some deep analysis of sports is worth researching, 

for example, according to the events in progress, infer the kinds of sport, or according to the scene 

situation, automatically generate the highlight time and save the video file. Any facet of development 

in sports has the potential to create a sizable market, whether it be before practice, during the actual 

game, or postgame analysis, which means computer vision has a great commercial value. 

4.  Conclusion 

This paper introduces the basic application of computer vision in sports field, including tracking and 

detection of ball and player, broadcast enhancement. In fact, computer vision is much more than that. 

Some application are still immature, such as accurate tracking of athletes over a long period of time, 

which is still an area need to be improved, but there are also lots of technologies that have been 
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recognized and used. Future research in computer vision remains positive, and it will undoubtedly 

significantly enhance sports viewing. 
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