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Abstract.With the popularization and development of the concept of artificial intelligence, the
application of artificial intelligence has also begun to deepen into people's lives. While
bringing convenience to people, it has also made some people worry about whether artificial
intelligence will replace humans. Therefore, In order to make people understand the current
development status and bottlenecks of artificial intelligence more intuitively, as well as the
difference between artificial intelligence and human brain, this article will turn from speech
recognition and natural language processing, human-computer dialogue, image recognition,
and machine learning ability, that is, machine listening, reading, and thinking four aspects of
research and discussion, and finally summarize why artificial intelligence cannot completely
surpass humans.
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1. Introduction
Artificial intelligence, as the hottest word in recent years, has been widely concerned by people. It has
been applied in various fields from the original branch of computers and has gone deep into people's
lives. However, with the continuous development of artificial intelligence, especially after the
appearance of AlphaGo, more and more people begin to worry whether artificial intelligence will
surpass human beings shortly, and even enslave and replace human beings like in the movie
Terminator.
This article will discuss whether artificial intelligence will surpass the human brain completely from
the current development status of the four aspects of artificial intelligence: listening(Speech
recognition and natural language processing), speaking (human-computer dialogue), looking(image
identification), thinking and learning(man-machine game, Machine learning).

2. Artificial intelligence
In 1956, the concept of "artificial intelligence" was first proposed at the Dartmouth conference. At first,
people focused on the reasoning system used to solve logic problems. Humans wanted to convert their
inner thoughts and process knowledge into precise forms and inform artificial intelligence with
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symbols and rules, which was called symbolic artificial intelligence. Based on this, people have
created an expert system, which is a kind of computer intelligence program system with special
knowledge and experience. It generally uses knowledge representation and knowledge reasoning
techniques in artificial intelligence to simulate complex problems that are usually solved by domain
experts. [1] It is now widely used in medical applications.

However, with the continuous development of symbolic artificial intelligence, people find that
more and more problems cannot be solved by pure symbolic reasoning. Examples include natural
language processing and image recognition. So, the development of AI has hit a plateau.

In the past two decades, with the development of artificial neural networks and the popularity of
deep learning, more and more problems that cannot be solved by symbolic artificial intelligence have
been well solved.

3. Artificial neural network
An artificial neural network abstracts the brain neuron network from the perspective of information
processing, and forms different networks according to different connection modes, to establish
different operation models. It consists of a large number of nodes, or neurons, connected, each
representing a specific output function, called the activation function. Each connection between two
nodes represents a weighted value for the signal passing through the connection, called the weight,
which is equivalent to the memory of the artificial neural network.

Therefore, people can give the machine the ability to learn by having the artificial neural network
model constantly train and change the value of the weights. It is also because of the emergence of
artificial neural networks so that machines can hear, see, learn and think become a reality.

Figure 1. Artificial Neural Network.

3.1. Listening（automatic speech recognition and natural language processing）
When we want to learn a language, listening is often the main part. For example, when we learn a
foreign language, the first thing we need to do is to hear each word clearly and then understand the
meaning of the paragraph. The same is true of machines. If we want to communicate better with
machines, we first need to make machines understand our language.
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Automatic Speech recognition (ASR) and natural language processing (NLP) are the main
approaches to making machines hear and understand human speech. Speech recognition technology is
to let the machine through the process of recognition and understanding speech signals in the
corresponding text, while natural language processing is to let the machine understand the content of
the text.

ASR can be basically divided into three steps: building an acoustic model, building a language
model, and speech recognition.

Building acoustic model： For the machine to recognize more human voices, a large number of
original user voices need to be input when building the acoustic model. Then, special features are
extracted for each person's pronunciation, intonation, and speaking speed, to build the acoustic model
database.

Building language model: The language model is designed to adjust the illogical words processed
by the acoustic model to make the recognition result smoother and more correct.

Speech recognition: Both the speech model and language model can be called preprocessing for
automatic speech recognition. Speech recognition is a real-time process. After encoding the user's
speech input and extracting features, the extracted features will be matched in the acoustic model
database to get a word, and then put into the language model database to query, to get the most
matched word.

Although automatic speech recognition is now mature for commercial use, the high error rate in
some speech recognition areas is still one of the major obstacles to the widespread use of speech
technology [2].

In People's Daily communication, most of the time we are unable to speak out what we want to say
directly and fluently, which is often accompanied by thinking, interruption, hesitation, or repetition.
Including sometimes poor pronunciation and accents, which do not affect human communication, but
are undoubtedly very difficult for machines to recognize. Therefore, the error rate is up to 50% for
large vocabulary continuous speech recognition (LVCSR) in the presence of these conditions [3].

To solve this problem, people begin to study the automatic error detection and correction of
Automatic Speech recognition.

In a 2018 paper, Rahhal Errattahi et al. summarized several ASR automatic detection and error
correction methods. For example, Sarm et al. used co-occurrence analysis to construct ASR error
detectors and correctors. They introduce an unsupervised learning method for detecting and correcting
unidentified words in document collections with high accuracy. Similarly, Bassil et al. proposed an
ASR error correction method based on the Microsoft N-gram dataset. Firstly, error correction
suggestions are generated for the detected word errors, and then the best option is selected to correct
according to the context correction algorithm. Then they selected five speakers to read five different
articles in English. The final identification error rate was only 2.4%[4].

However, Rahhal et al [2] found that only a few studies addressed the error correction process of
ASR, and more studies focused on manual error correction of error fragments. Therefore, the
automatic error correction of ASR still needs more research.

In addition to human factors, recording equipment, transmission channel signals, environmental
noise, and other issues will also affect the accuracy of speech recognition.

After using ASR to make the machine hear what people are saying, the next step is to make the
machine understand it. This is where Natural Language Processing (NLP)techniques come in. But
clearly, getting a machine to understand is more complicated than hearing clearly.

The general processing pipeline of NLP is relatively complex. It is divided into corpus acquisition,
data preprocessing, feature extraction, model building, and evaluation.

The first step is to obtain a corpus and then pre-process the corpus to clean the characters that do
not make sense, such as some special symbols (!,?). Or stop words (a an the), then split the text into
words, and finally label the words such as adjectives, and verbs (this is very important in analyzing
language sentiment, and reasoning). After that, appropriate features are selected and the segmented
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words are vectorized. Finally, the appropriate model is selected and established, and the model output
results are evaluated after continuous training.

This is a basic NLP process and there are many algorithms in each flow. For example, string
matching algorithms, statistical word segmentation methods, or rule-based word segmentation
algorithms are used in word segmentation. In Chinese part-of-speech tagging, we will use the
maximum entropy-based part-of-speech tagging or the statistical maximum probability-based
part-of-speech tagging. It is also necessary to choose different representation models when converting
words into vectors, such as Word2Vec and Seq2Seq. Similarly, when building the final model training,
it is also necessary to choose different machine learning or deep learning models according to the
requirements, while paying attention to overfitting, underfitting, gradient explosion, and other issues.
Therefore, the proper selection of algorithms and models is also the most critical one to solving NLP
problems.

However, there are many problems when the machine is dealing with language problems.
Language is the essence of human civilization. It has no rules. In other words, its rules are complicated.
Different language systems have different grammatical structures. Take English and Chinese for
example, English words have multiple forms, so when NLP processes English sentences, it needs
some unique processing steps, such as Lemmatization and Stemming. Lemmatization: goes, went,
going needs to revert to go. Stemming: feet, teeth need to revert to foot, tooth.

These two steps are not necessary for Chinese NLP. But Chinese also has a unique problem, that is,
sentence segmentation. A Chinese paragraph is completely connected, and different sentence
segmentation will produce a completely different meaning.

There are two very different problems with just two languages, not to mention the fact that there
are nearly 7,000 languages in human civilization[5], and it is of course an unprecedented challenge for
a machine to fully understand all of them. Of course, if a machine could do it, it would undoubtedly
surpass all humans in language understanding.

In addition to the complex rules of language, open compositional expression in spoken language is
equally a problem. In daily communication, people do not speak according to the rules of language,
and they can even create some new expressions arbitrarily, including different expressions for
different emotions. This is a difficult problem to overcome both for speech recognition and natural
language processing.

Similarly, the use of language requires context, and different words may have different meanings in
different contexts. How to make the machine understand the text according to the context is also a
problem that people are currently trying to solve. For example, QUAN YI Hu et al. designed the
CF-MUG framework to solve the cross-language translation barriers caused by context relationships in
machine translation, which draws on the idea of collaboration. Each word is tagged with a unique ID,
and the document exchange is converted to ID exchange, which ensures machine readability, improves
the generality of the system, and minimizes missing information from the source to the target language
[6]. However, this framework is not perfect and needs to be further improved.

Thus, there are still a variety of problems in speech recognition and natural language processing,
whether it is the adaptation of different language systems, the recognition, and understanding of
complex semantic articles, or the understanding of people's spoken language expressions that are
waiting for people to solve.

3.2. Speaking（human-computer dialogue）
With the development of natural language processing, machines can understand people's speech,
people began to try to make machines and people start a dialogue based on NLP, so the
human-machine dialogue technology was born.

At present, man-machine dialogue is mainly divided into two kinds, one is written dialogue, and
one is voice dialogue. For these two types, chatbots and intelligent voice assistants like SIRI are the
most common things in people's lives. Fig2 is the basic process of human-machine dialogue.
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Figure 2. Human-machine dialogue process.
Chatbot responses are usually categorized into retrieval and generation. At present, most of the chat

assistants that have been used are usually retrieval types. This kind of robot is mostly proposed to
solve a certain kind of specific problem, all the answers are set in advance, through the rule engine,
knowledge graph, pattern matching, machine learning model, and other data media, and select the best
response in the knowledge base to the user. For such chatbots, the most common thing people see is
intelligent customer service. People can ask questions about the service, such as what's the weather
today, how do I return my purchase, etc., but these questions are limited to basic questions, so it is
often the case that people say a lot of things, but the machine can't understand or can't match the
answer

Even Siri, our familiar voice assistant, is the same. When people use Siri, most of Siri's answers are
based on a pre-set corpus. Therefore, when people's questions are out of the scope of the corpus, Siri
will not be able to answer.

Therefore, we can find that the retrieving-based chatbot has a very clear task orientation, and it
appears completely to help people solve a certain problem because the answer it gives must be clear
and straightforward, it has strong efficiency and relevance [7]. So, businesses that want to give users a
better experience only need to set more answer options for their service types. But such chatbots will
never be able to match or surpass humans in conversation because they are designed to serve humans
in a specific domain

The other way is based on generation. Instead of relying on pre-defined answers, a large corpus is
used to train the supervised model [8], so that the model can automatically generate a reply after the
user's question is input. Therefore, the chatbot based on this method can answer questions in any field,
but it is prone to syntactic errors and incoherent sentences. The classic example of this type is the AI
article automatic generator. When people type in a paragraph, the AI can write a story based on the
context. Compared to the former, generation-based chatbots have more possibilities in terms of
conversation.

Asbjorn et al. [9] have done such an experiment by letting users use a task-oriented retrieval-based
chatbot and a free-text-oriented chatbot, respectively. Then share their user experience. The final
feedback is that task-oriented chatbots can usually solve their problems clearly, but they do not have a
sense of communication with a human, in other words, it is more like instruction. Whereas
free-text-oriented chatbots are more like communicating with them.

Chatbots deliberately imitate human social communication and communicate with users through
context emotion recognition [10]. However, limited by the development of natural language
processing, it is often possible to identify the wrong emotion and give the user a poor or ambiguous
answer. And such robots are also limited by domain problems. A chatbot based on the medical
direction will not be able to give users appropriate answers to questions in other fields. But it is
obvious that generative chatbots are the main direction of future development to make machines better
communicate with humans.

3.3. Looking（image identification）
Image recognition is an important field of artificial intelligence, which refers to the use of computers
to process, analyze and understand images to identify a variety of different patterns of objects.

Since the generation of image recognition technology is based on artificial intelligence, the process
of computer image recognition is generally the same as the process of human brain image recognition.
When we see a picture, our brain will quickly sense whether we have seen this picture or a similar
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picture. In this process, our brain will have determined according to the memory, which can identify
the category of the see if any and the feature of the image with the same or similar memory, to identify
whether seen the image, so the computer image recognition technology induces mainly includes image
acquisition, image processing, image recognition, and result output four parts. For the stage of image
recognition, the most commonly used model is the convolutional neural network (CNN).

Nowadays, image recognition technology has been successfully applied in many fields, such as
face recognition and fingerprint recognition in security, satellite image processing in aerospace and
military, imaging precision guidance, target detection, and so on. In medicine, there is medical image
analysis; Industry has a variety of monitoring systems. therefore, the application of image processing
has been involved in all aspects of human life and work and compared with other aspects of artificial
intelligence development is more mature, and has been able to replace the relevant work of the human
eye.

Although graphics recognition is relatively mature compared to language understanding, the overall
picture recognition technology is still in its early stages, and there are still problems when it comes to
adapting to the real world. The biggest obstacle is instability, which also exists in other aspects of
artificial intelligence. For example, an object is mixed into a background, which makes it difficult to
recognize, or the object is blocked, only a small part of it is exposed, which causes the machine to fail
to recognize, etc.

Thinking and Learning（man-machine game, Machine learning）
In March 2016, AlphaGo stunned the world with a 4-1 win in a human-computer game against Lee

Se-dol, the world champion and a professional nine-dan Go, player. As one of the most difficult games
in the world, Go has variations of 10 to the power of 170, which is more than 80 times the atomic
number of 10 in the entire universe. Its complexity is unimaginable. It takes a lot of logical thinking
and practice to play Go well, but even so, AlphaGo beat Lee by a wide margin. This makes people
wonder, have machines already beaten people in thinking?

The original Alpha dog worked on deep learning. Through continuous training of artificial neural
networks, learning to simulate human play go and constantly playing against themselves to increase
actual combat experience. This is very similar to human learning to play Go.

Even so, the intelligence of the original AlphaGo was still very low, and it could not really
understand Go. It was able to win the game by the powerful logical computation of the computer and
practicing every day nonstop.

Whereas the original AlphaGo mimics human play Go game, the latest version of Alpha Zero
shows autonomous learning exactly like a human. Unlike AlphaGo, Alpha Zero has no experience
playing chess with humans and has no idea what Go is. Alpha Zero discovered the principles of Go
simply by playing against himself and updating his neural network based on experience and quickly
became the best player of all time. Alpha Zero taught itself three different board games, including
Chess, Go, and Shogun, in three days without human intervention [11].

Later, in Go, Alpha Zero beat AlphaGo Zero [12]. Won 61% of the games. In chess, Alpha Zero
beat Stockfish, winning 155 games and losing 6 games out of 1000. Alpha Zero beat Stockfish in
every opening game [13].

Even more amazing, Alpha Zero doesn't rely on brute computation like other programs. Alpha Zero
won by smarter thinking. It counted only 80,000 positions per second, compared with 70 million for
the chess program Stockfish. It's obviously wiser and knows what to think and what to ignore.

There's no doubt that Alpha Zero is a major milestone in getting machines to think. But it still
doesn't get rid of another problem with machine learning, which is its limitations. Alpha Zero is the
best player in the world at Go or chess, but in other ways, he's just a retard.

3.4. The human brain's intelligence
The human brain is the most powerful, complex neural network model in the world. It's made up of
about 100 billion neurons, with between 1,000 and 10,000 connections between each neuron. Each
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connection has about 5e17 switches. The world's strongest supercomputer can process 3 billion
calculations per second, but it is still 500 times less complex than the human brain [14].

The neural networks in our brains are trained from birth. From the beginning of talking, and
walking, to recognizing apples to recognizing everything. The neural network in the human brain
becomes more and more perfect with the continuous enrichment of human experience.

Although artificial intelligence has great advantages in computing, and memory, the creativity
correlation, conjecture, fuzzy reasoning, and abstract understanding ability of the human brain are not
possessed by artificial intelligence at present. For example, for image recognition, the machine will be
wrong or unable to recognize the object because it is blocked, while our human brain can infer the
category or specific appearance of the object based on the exposed part of the object and the memory
of the past. Of course, the category of the object needs to be the one that people have seen before. For
example, a child who has never seen transportation would not know what a car is even if he saw one.
But an adult, even if the car is obscured by only one wheel, can accurately infer that the object in front
of him is a car. This is where the human brain's ability to conjecture and fuzzy reasoning comes in.

The other most important thing is that the human brain has independent consciousness and
emotions. Human emotions can be expressed in everything from facial expressions, tone of voice, and
even microexpressions that are extremely difficult to detect. Therefore, how recognizing human
emotions through language and expression has always been a difficult point for artificial intelligence,
let alone making it have the same emotional expression as human beings. Also, human beings do not
have a clear definition of what consciousness is, which is also one of the reasons that artificial
intelligence cannot completely surpass the human brain. Artificial intelligence relies on simulating the
human brain to solve problems, but people have not fully solved the mysteries of the human brain.

Different from the limitation and singularity of artificial intelligence, human beings are a
comprehensive intelligence that integrates listening, speaking, reading, thinking, and learning. A
ten-year-old boy is not as good at Go as Alpha Zero, but he can find an apple hidden by his parents in
his spare time when he is learning to play Go.

4. Conclusion
Today, artificial intelligence is usually divided into three stages, weak AI, strong AI, and Super AI,
weak AI is Artificial intelligence that focuses on and can only solve problems in a specific domain.
strong AI is Artificial intelligence capable of doing all human jobs. Super AI is an artificial
intelligence that outsmarts the best human brain in every respect, including scientific creativity,
intelligence, and social skills.

For now, AI has surpassed the human brain in memory, accurate calculation, and reasoning. No
doubt some traditional industries will be replaced. But AI is still limited to solving specific problems
and it’s do not have the emotions, consciousness, and ability to think and make decisions
independently like human beings. So it is still in the weak AI stage. Therefore, whether it is a
unilateral ability such as vision and language understanding, or centralized integration of various
abilities such as vision, hearing, and thinking, it is still very difficult and long for artificial intelligence
to completely surpass human beings.
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