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Abstract: Alzheimer’s disease (AD) is a progressive neurodegenerative disorder, and its

exact causes and influencing factors remain unclear. Traditional diagnostic methods require

substantial human effort, often lack sufficient accuracy, and are challenged by the subtlety of

early symptoms, which can easily be misinterpreted as other age-related conditions such as

senile depression. In recent years, the integration of machine learning (ML) and deep

learning (DL) techniques has provided new possibilities for improving early diagnosis. This

paper reviews the basic theory of AD, introduces diagnostic approaches that apply ML and

DL methods, and discusses current limitations in data availability and model performance.

Finally, it explores future trends aimed at enhancing the accuracy and efficiency of

intelligent AD diagnosis systems. This study aims to provide a comprehensive overview of

current research progress and offer theoretical support for the future development of

intelligent early diagnostic tools for Alzheimer's disease. It also serves as a reference for

applying artificial intelligence techniques in the broader field of neurodegenerative disease

detection.

Keywords: Alzheimer’s disease, Deep Learning, Machine Learning, Early Symptom

Prediction

1. Introduction

Alzheimer’s disease (AD) is a kind of Progressive Neurodegenerative Disease, and its main

affected population is humans with old age and pre-senile period, and the change of the

characteristic pathology performances the cerebral cortex atrophy accompanied by β-amyloid

deposition, the neurofibrillary tangles, the substantial reduce of the number of memory neurons and

the formation of the age spots. And not found completely the causative factors, thus there is no

feasible and effective core plan to deal with AD. However, at the same time, the patient population is

substantial and continuously rising. Thus, research on pathological samples of AD plays an

important role in breaking through the core of AD. Before Machine Learning (DL) became popular,

it was widely applied in image recognition and classification tasks to use traditional Machine

Learning (ML) such as Support Vector Machine (SVM), Random Forest (RF), K-Nearest Neighbors

(KNN), however, the data relied on manual feature extraction. In contrast to DL algorithms

represented by Convolutional Neural Networks (CNNs), this can automatically learn features of
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images, thereby reducing the workload of manual feature extraction. At present, it is a kind of

important means to diagnose AD to use Magnetic Resonance Imaging (MRI) image classification

methods based on the DL algorithm. The improved ML algorithm such as the XGBoost ML model,

also can be used to make the prediction model of early AD patients. However, there are some

problems with applying DL and ML to research on AD. For example, there are still problems on

how to find out the underlying internal patterns and mechanisms beyond the massive, highly

heterogeneous biological data, how to integrate data from different modalities or different cohort

studies best, how to explain the results of DL and so on, which are also the important problems to

constraint the further research on AD. Finally, this article aims to elucidate the significant

importance of applying ML and DL to the study of AD by comparing and summarizing the current

state of research in these areas.

2. Basic theory

Firstly, age is considered one of the important population elements in the pathological factors of

AD [1]. On the one hand, it may result from a sleep disorder, and as the enhance of the age, the sleep

time may decrease, on the other hand, the destruction of myelin and the loss of brain cells, and the

loss will enhance the probability of occurrence of AD [2]. In addition, other diseases are also

important factors that trigger the onset of AD. And some study shows, the metal elements of

aluminum, zinc, mercury, copper, manganese, cadmium, and magnesium are the risk factors of AD

[3], and the research on aluminum proves that it played the largest influence on AD [4]. Secondly,

traumatic brain injury causes the blood-brain barrier disruption, thus resulting in plasma protein

leakage to make the immune system sensitive to brain antigens isolated by the blood-brain barrier,

thereby enhancing the probability of onset of AD [5]. And about the diagnosis basis of AD,

according to the current standards, can be divided into three categories: Mental Health Screening,

Image Screening and Biomarker Screening. Firstly, the current Mental Health Screening is the

Montreal Cognitive Assessment (MoCA), Mini-Mental State Examination (MMSE),

Neuropsychiatric Inventory (NPI), etc. The MMSE is most widely used at present, however, it is

affected by many factors, such as the level of education and cultural background. It is insensitive to

early-stage AD; The next is the image screening, the must-check ones in the current diagnosis and

treatment plan are the Structural Imaging MRI and Computed Tomography (CT), and the core of

treatment are Molecular Imaging of Beta-Amyloid PET (Aβ-PET) and so on.

In the field of scientific research, the functional imaging of AD patients is the function of MRI

and diffusion tensor imaging. At the end of the passage is the biomarker screening, the most

mainstream AD screening is the NIA-AA2018 research framework, and 75% of Global AD Clinical

Trials are applied to the ATN Biomarker Classification System. In addition to the currently

introduced AD screening means mentioned above, there are the newest AD diagnosis means such as

the blood biomarker screening method represented by plasma p-tau217 [6].

3. Early diagnosis method

3.1. Method based on machine learning

Before the emergence and rise of deep learning� ML techniques such as SVM have played a

significant role in handling small data volume samples within medical quantitative collections,

particularly in the early image recognition and diagnosis of AD. Although early SVM-based

methods performed well in processing small datasets, they exhibit weak generalization ability, poor

Proceedings of  CONF-SEML 2025 Symposium: Machine Learning Theory and Applications 
DOI:  10.54254/2755-2721/166/2025.TJ23770 

2 



interpretability, and a reliance on manual feature processing. Dhiya Al-Jumeily and colleagues

utilized an SVM model, achieving high accuracy scores of 98.9% in binary classification

(distinguishing NC and AD) and 90.7% in multi-class classification [7]. The core idea of the

Random Forest-based AD algorithm is to integrate multiple decision trees, thereby enhancing its

classification performance and the ability to classify by importance. Through this core concept, the

research concludes that the early auxiliary diagnostic methods for Alzheimer's disease based on RF

exhibit high robustness, which can reduce the risk of overfitting. Additionally, it supports

multimodal data fusion, allowing for the simultaneous processing of multiple heterogeneous data

types, such as MRI and apolipoprotein E (APOE). Moreover, it can rank features by importance, for

example, by outputting the Gini importance score. However, there are still issues in clinical practice,

such as data standardization, real-time requirements, and regulatory approval. The research

conducted by Jianfeng Feng and others indicates that the four proteins GFAP, NEFL, GDF15, and

LTBP2 can advance the early diagnosis of Alzheimer's disease by 15 years. Among these, the

screening model that combines random forest with GFAP achieves a sensitivity of 92%, which can

advance the diagnosis time of Alzheimer's disease by 5.2 years[8]. The AD diagnosis method based

on logistic regression has the advantages of being highly interpretable and computationally efficient.

It is also suitable for data processing with small sample size sets, provides probabilistic output, and

offers visualization with greater depth. The main issues it faces are primarily threefold: insufficient

capture of nonlinear relationships, weak ability to fit multimodal data, and limited vertical predictive

capability. Steffen Flessa and colleagues established a screening model combining logistic

regression with plasma p-tau217, which demonstrated 96% sensitivity and reduced the misdiagnosis

rate of AD by 41% in community screening settings [9].

The core advantages of the early auxiliary diagnostic method for Alzheimer's disease based on

clustering algorithms lie in its unsupervised discovery of subtypes, suitability for small sample

datasets, and interpretable outputs. For instance, in the optimization of biomarker combinations,

hierarchical clustering can automatically screen the best biological combination markers.

Additionally, enhanced few-shot adaptation through flow learning further strengthens its

applicability to small sample sizes. However, it still has three major defects: issues with the

dissemination of stability, dynamic changes in biomarkers, and conflicts with current diagnostic

standards, thus requiring manual review. Janani et al. developed a novel data interpretation method

that identifies the best performance characteristics learned by deep learning models through

clustering and perturbation analysis. The core idea of the early auxiliary diagnosis algorithm for AD

based on Principal Component Analysis (PCA) lies in extracting the core bioactive compounds,

thereby significantly enhancing the model's efficiency and interpretability. Consequently, in the

process of diagnosing AD, this approach offers advantages such as reducing data compression by

more than four orders of magnitude, eliminating multicollinearity between certification scales and

imaging features, and providing a high level of visualization. However, it primarily faces three

major issues: the loss of non-linear relationships, unclear clinical significance of components, and

overfitting with small sample sizes [10].

3.2. Methods based on deep learning

The CNN-based early auxiliary diagnostic method for Alzheimer's disease overcomes the

limitations of traditional manual labeling by adopting fully automatic feature extraction. It offers

advantages including microscopic capture capability and multi-modal feature fusion, while also

conducting in-depth analysis of intricate pathological correlations through high-dimensional

nonlinear modeling techniques. The CNN can identify functional connectivity abnormalities in the
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default mode network and visual cortex – undetectable by traditional statistical methods – serving as

diagnostic biomarkers for early Alzheimer's disease. Furthermore, it demonstrates unique strengths

in small-sample training scenarios through strategies like the Transfer Learning Strategy. Janani et

al. demonstrated that deep models outperform shallow models by employing a Stacked Denoising

Autoencoder (SDAE) to extract features from clinical and genetic data, combined with a 3D

Convolutional Neural Network (CNN) for data imaging. Their study also evidenced that integrating

multimodal data achieves superior performance over single-modal models in terms of accuracy,

precision, recall, and mean F1-score [10].

4. Current limitations and future prospects

4.1. Technology and data

When it comes to the integration of existing ML and DL technologies with early-stage AD

diagnosis assistance, there are primarily data-related and algorithmic issues. Regarding data,

challenges include: insufficient data sample size, risks of multimodal model failure, and erroneous

annotations in clinical diagnosis. Insufficient data sample size can adversely affect model

performance in algorithmic applications. Algorithmic challenges manifest as poor adaptability in

few-shot learning scenarios and similar limitations.

4.2. Trends

In the future, the integration of DL with early diagnosis of AD may involve combining DL with

MRI imaging results and biomarkers such as blood tests to identify early signs of AD that traditional

methods cannot capture. Additionally, temporal DLNcould be used to analyze patients' long-term

follow-up data to predict the progression of the disease. For example, in medical image analysis,

future advancements could combine amyloid and tau protein PET scans, and then use spatiotemporal

feature extraction networks to quantify abnormal deposition patterns. Furthermore, dynamic risk

assessment methods, such as introducing causal models to distinguish the confounding effects of

Alzheimer's disease-related variables from its derived conditions, could enhance the specificity of

predictions. Future developments may also include the creation of hospital-assisted diagnostic

systems, such as multimodal models that combine Aβ-PET, MRI, and blood biomarkers into a

tripartite generative model, thereby reducing the time needed for diagnosis.

5. Conclusions

The use of machine learning and deep learning to assist in the early diagnosis of Alzheimer's

disease has become increasingly popular. Compared to traditional methods that rely solely on

manual diagnosis, these approaches have shown significant improvements in accuracy,

standardization, time efficiency, and cost-effectiveness. This paper reviews the applicability of

Machine learning and deep learning, discussing their respective advantages and disadvantages.

Despite the promising results, challenges such as limited data availability, the interpretability of

models, and the variability of patient conditions remain significant obstacles to clinical adoption.

Furthermore, deep learning models often require large, high-quality datasets, which are difficult to

obtain in the medical field due to privacy and ethical concerns.

Future research should focus on improving data integration methods, enhancing model

transparency, and promoting interdisciplinary collaboration between medical professionals and AI

researchers. By addressing these challenges, intelligent diagnostic systems can become more reliable
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and practical for real-world clinical use. Ultimately, this work aims to provide a theoretical

foundation and reference for the continued development of AI-assisted early diagnosis technologies

for Alzheimer's disease.
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