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Abstract. Face recognition technology based on machine learning methods is the most popular 

nowadays. This research, based on existing literature and data, was mainly focused on the face 

recognition system. The paper is written on the basis of existing face detection methods. Then, 

according to the difference in feature information, five methods were used to extract face 

features to apply them to face recognition. Then, this paper focused on two kinds of neural 

networks: support vector machines (SVM) and integrated learning methods, especially the 

Adaboost algorithm. Finally, the hidden danger of privacy disclosure was specially discussed. 

The results showed that the main direction of future research should be to expand the 

functional dimension and promote more applications to the public on the basis of ensuring the 

real-time and accuracy of the system. 

Keywords: Face Recognition, Artificial Intelligence, Machine Learning, Survey, Face 

Detection, Feature Extraction. 

1.  Introduction 

The research on face recognition can be traced back to the paper published by Galton in the science 

journal Nature in 1888 [1]. In 1910, Galton proposed transforming the portrait into a feature vector by 

using the reference point of the human face and the spatial relationship between the reference points 

and identifying the identity through the feature vector [2]. However, this was the rudiment of face 

recognition based on geometric features, not automatic face recognition (AFR). The earliest research 

on automatic face was recognized to have begun in the 1960s. The technical report, published by 

Bledsoe and Chan in 1965, opened with its prelude [3]. So far, research on face recognition has gone 

through several decades. With the passing of years, the technology of face recognition is also 

constantly updated. Early classification methods based on facial geometric feature extraction had poor 

performance. Until the 1980s, neural networks was successfully applied to face recognition, and then 

it was effectively improved in scientific research, gradually eliminating the technology of face 

recognition based solely on facial geometrical features [4]. Since then, the research field of machine 

learning has received more attention from face recognition researchers. Nowadays, the face 

recognition algorithm based on machine learning has become the focus of face recognition research 

because of its good recognition performance. This paper mainly studies face recognition skills on the 

base of machine learning and achieves purposes of the survey by summarizing and analyzing some 

existing relevant research results. In this paper, we studied the representative algorithms of each part 

of the face recognition system in detail, explained their applicable scenarios based on the principle, 
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and objectively evaluated the advantages and disadvantages of different methods. These studies not 

only meet some of the needs of scholars to explore face recognition technology but also enhance 

human understanding of the visual system itself, laying a solid foundation for the widespread 

application of this technology in life. 

2.  Face recognition system 

The face recognition system is mainly composed of face detection, feature extraction and face 

recognition. 

2.1.  Face detection 

Face detection is to search the input image to determine whether it contains faces. It is the premise and 

foundation of face information processing. After continuous updating and development, typical face 

detection methods include the feature invariant method and the template matching method. 

2.1.1.  Feature invariant approaches. The invariant face contains many inherent features, such as 

color features, contour features, structural features and so on. The feature invariant approach is to 

correctly select and use these features. It is mainly divided into two categories: single feature analysis 

method and combined feature analysis method. The classification is based on the type and number of 

selected features [5]. The single feature analysis method is a feature vector composed of a single type 

of features. It needs to map the feature value of a single feature to the face object according to certain 

rules. Gruhazali et al. established a skin color Gaussian model based on skin color features to match 

and calculate candidates [6]. Because the model adopts the skin color feature of fixed value, the 

robustness of face detection is poor when the illumination changes greatly, and it is easy to generate 

false detection [4]. The combined feature method is to combine multiple features of the face to form a 

face feature vector, so that the feature representation ability is more comprehensive, thus improving 

the accuracy of face detection. Chakraborty formulated rules for face detection based on the 

relationship between face shape and skin color [7]. The addition of face shape features improves the 

effect of face detection under posture changes, while it is complicated to extract multiple features and 

establish the relationship between features, which is likely to miss detection. 

2.1.2.  Template matching methods. The main template matching methods include the fixed and 

deformation template methods [8]. The fixed template method is mostly applied to the early stage of 

face detection exploration. It is based on a pre-established standard template library that contains 

multiple sub templates describing the local features of the face. It is needed that, firstly, matching the 

input image with template windows of different sizes, calculating the correlation coefficient between 

the matching result and different parts of the standard template, and then comparing the correlation 

coefficient with a preset threshold to judge whether the image window contains faces. The advantage 

of this method is that it is easy to implement. However, because there are huge changes in face 

features, it has bother in obtaining an valid template to exemplify the commonality of faces, and it also 

can not effectively handle the changes in scale, posture, and shape. Therefore, its practicability is not 

strong. The deformable template method is composed of adjustable parameter templates and 

corresponding energy functions. The parameter template with the minimum energy function value is 

obtained by the nonlinear optimization method, i.e., the optimal matching template. This method takes 

full account of the characteristics of the human face as a deformable body and is independent of 

posture and illumination, so it is stable and reliable. 

2.2.  Feature extraction 

The essence of feature extraction is to extract discriminative features that are different from other 

individuals from images containing faces, mainly including geometric and algebraic features [9]. 

According to different feature information, researchers divided feature extraction methods into 
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methods consisting of priori rules, color information, geometric shape, statistics, and association 

information. 

2.2.1.  Methods based on priori rules. The priori rule is an empirical description of human facial 

feature points. Compared with the unique features of the human face, it is more general. The feature 

extraction method based on a priori rule does not extract the single organ features of the face but 

extracts the relationship between the facial organs. Asymmetry and gray difference of facial organs are 

examples of common prior rules [5]. The implementation process of this method is relatively easy, but 

it must have strong dependence on stored prior rules, so it has great limitations in practical application. 

For example, only one person can appear in the image, the resolution cannot be too low, and the 

external environment cannot change too much. The methods based on priori rules are only suitable for 

rough location of features, and other methods need to be combined in feature extraction. 

2.2.2.  Methods based on color information. The essence of this method is to model and match the 

color information of human face with statistical methods. After the face color information model is 

established, the color information of the face to be detected is extracted, and the possible position of 

the target point is determined according to the matching degree between the color information of the 

point to be detected and the model. This method is widely used because of its low computational 

complexity, but it is affected by many factors when extracting features [5]. For example, the complex 

color feature structure of the human face makes modeling difficult, and the method based on color 

information has poor robustness to illumination changes, which reduces its stability. 

2.2.3.  Methods based on geometric shape. According to the geometric features of the face image, this 

method constructs a geometric parametric statistical model based on variable parameters. The variable 

part of the target object feature information is represented by the variable parameters in the model [9]. 

At the same time, an energy evaluation function matching the model is set to measure the fit between 

the image detection area and the statistical model. When the energy function value is the smallest, the 

statistical model will converge to the characteristic shape area of the image. This method may fully 

utilize the gray and texture information of the image to easily find the shape features around the facial 

features. However, the model is highly dependent on the initial position and parameters, which leads 

to the algorithm easily falling into the local optimum, thus deviating from the ideal feature position. 

2.2.4.  Methods based on statistics. The method based on parametric statistics is to treat the feature 

part as a class pattern and train the feature class samples and non feature class samples respectively, so 

as to build a classifier with different effects, which extracts the feature information of the target object 

[9]. Such methods mainly include principle component analysis (PCA), AdaBoost iterative algorithm, 

support vector machine (SVM), etc. 

2.2.5.  Methods based on association information. The four methods that have been described above 

mainly extract features from local images. Due to the limited information types of local images, there 

may be a large number of similar feature information, which interferes with feature selection. The 

feature extraction method based on association information can narrow the range of candidate feature 

points by using the correlation between different features and extract features more accurately. 

2.3.  Face recognition 

Back propagation (BP) neural network, radial basis function (RBF) neural network, support vector 

machine (SVM) and ensemble learning are the four most commonly applied machine learning means 

at present, and are the most widely used machine learning techniques in face recognition research as 

well [10]. 
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2.3.1.  Back propagation neural network. Back propagation (BP) neural network is divided into three 

types of layers, as shown in Figure 1, namely the input layer, hidden layer, and output layer [11]. 

 
Figure1. BP neural network structure [11]. 

BP algorithm includes the procedures of forward propagation and error back propagation. In the 

forward propagation, the eigenvalue is transferred from the input layer, processed layer by layer by the 

hidden layer, and then transferred to the output layer. If the actual output is the same as the expected 

output, the learning algorithm is ended. Furthermore, if the actual value is not consistent with the 

expected value, the error is back propagated, and the error of the output layer is back propagated layer 

by layer through the hidden layer to the input layer in some form. In the process, the error is assigned 

to each node of each layer in the network so as to obtain the error signal of each cell as the basis for 

revising the weight of each cell. These two processes run round and round. The procedure of 

continuous weight adjustment is the training and learning process of neural networks. The trained 

neural network could approximately realize an arbitrary continuous nonlinear mapping from input to 

output, transform the input space into a space stretched by output, make the classification of output 

space simple, and be suitable for solving problems with complex internal mechanisms [12]. BP neural 

network itself also has some defects. For example, because the learning rate is fixed, the network has 

slow converging and long training time. The weights converged by the gradient descent method are 

light to sink into local minimum. In addition, the number of layers and cells of the hidden layer could 

only be fixed by experience or repeated experiments, which may produce greater redundancy, 

increasing the learning burden of the network [12]. 

2.3.2.  Radial basis function neural network. The radial basis function (RBF) neural network is also 

composed of three types of layers, but only one hidden layer can be included. The input layer is 

directly linked to the hidden layer instead of being linked by weight. The hidden layer neurons 

generally adopt Gaussian function as the activation function, namely 

    Ri(x) = exp (
−||x−ci ||

2

2σi
2

)                               (1) 

where ||·|| represents the Euclidean norm in the input space and σi is the width of the ith RBF unit 

[13]. 

The jth output yj(x) of an RBF neural network is  

yi(x) = ∑ Ri(x) × ω(j, i)
u
i=1

                             (2) 
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where R0=1, ω(j, i)is the weight or strength of the ith receptive field to the jth output and ω(j, 0) is 

the bias of jth output. If the network complexity was intentionally reduced, the bias could not be 

considered in the analysis [13]. 

It can be seen from (1) and (2) that the mapping from the hidden layer to the output layer is linear, 

that is, the output of the network is characterized by a linear discriminant function. They generate 

linear decision boundaries (hyperplanes) in the output space. Therefore, the property of RBF neural 

networks is mainly decided by the separability of classes in n-dimensional space generated by 

nonlinear transformation performed by n RBF units [13]. Compared with the BP neural network, RBF 

neural network has significant advantages in strong nonlinear approximation ability, fast convergence 

speed, and global convergence [14]. The training of the RBF neural network is also simpler, because 

only the weight needs to be corrected through learning among its undetermined parameters. In the 

classification problem, the RBF neural network classifier will take precedence over the BP neural 

network classifier [10]. 

2.3.3.  Support vector machine. Support vector machine (SVM) is a generalized linear classifier (GLC) 

that performs binary classification on samples in the light of supervised learning, the main principle of 

which is to find an optimal hyperplane in the space where the training set samples are located to 

separate the two types of samples in the training set. The optimal hyperplane is defined as the linear 

decision function with the maximum margin between the two classes of vectors, as shown in Figure 2 

[15]. The linear classifier whose function is defined is known as the maximum-margin classifier. To 

construct such an optimal hyperplane, only minor training data, namely the support vector (SV), needs 

to be considered, which determines the margin. Sometimes the data is not linearly separable, and the 

data points on the wrong side are called outliers. In this case, the hinge loss function is used to 

compute the empirical risk of a soft-margin SVM. 

Structural risk minimization principle (SRM) minimizes the upper limit of Vapnik-Chervonenkis 

(VC) dimension, which makes SVM based on SRM has better generalization ability than artificial 

neural network based on empirical risk minimization principle (ERM), and therefore has advantages in 

classification and regression problems [10]. 

 

Figure2. Support vector machine (SVM) [15]. 
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2.3.4.  Ensemble learning. Ensemble learning means that in supervised learning, several single 

classifiers (weak supervised model) are integrated (forming a strong supervised model), and the 

classification results of multiple classifiers jointly determine the final classification, so as to achieve 

more comprehensive performance than a single classifier. In the distribution-free model (also known 

as the possible approximate correct or PAC model), if there is a polynomial learning algorithm which 

could learn a certain group of concepts and has a high accuracy, then this algorithm is a strong 

learning algorithm; However, if there is another learning algorithm which could also learn this group 

of concepts, but the correct rate is only slightly higher than the random guess, then this algorithm is a 

weak learning algorithm [16]. 

AdaBoost is designed to settle the classification issues. The main idea is to give a weak learning 

algorithm and a training set, assign equal weight 1 / N to each group of training data at the same time 

of initialization, and then use the learning algorithm to drill the training set for T rounds [10]. After 

each drill, the training data that fails to be trained is given a greater weight, and on the contrary, and 

vice versa, so that the learning algorithm can focus on the difficult training data in the subsequent 

rounds to obtain a prediction function sequence. Among them, each prediction function has its own 

weight. The weight with a good prediction effect is larger, and vice versa. The final prediction function 

merges all predictions through a weighted majority vote to generate the final prediction result [4]. 

Viola and Jones applied AdaBoost to face detection for the first time [17]. They constructed 

multiple weak classifiers using multiple rectangular block features on the face image, as shown in 

Figure 3 [17]. Where, (a) and (b) show boundary features, (c) shows thin line features, and (d) show 

diagonal features. Then, AdaBoost is used to merge and promote these weak classifiers to generate a 

strong classifier, and thus the world's first real-time face detection system is designed. Later, AdaBoost 

was extended to the field of face recognition successfully as well. 

 

Figure3. Rectangular block features on the face image [17]. 

3.  Discussion 

In the Internet era, balancing technology empowerment and privacy protection is a new problem faced 

by face recognition. We can neither give up the application of technology for privacy security nor 

abuse it without restraint. Data security is always the key. By focusing on data flow, strengthening 

legal supervision, optimizing product privacy standards, and cultivating people's privacy literacy, the 

risk of personal privacy disclosure could be effectively reduced [18]. Besides, ensuring the real-time 
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and accuracy of the face recognition system and even further expanding the functional dimension of 

recognition are all the main goals of future research. 

4.  Conclusion 

Face recognition is a biometric recognition technology based on facial feature information, which is 

most widely used in the field of artificial intelligence in recent years. The article introduces and 

analyzes the face recognition system from three parts on the basis of machine learning algorithm: face 

detection, feature extraction, and face recognition. From this, it is concluded that the prospect of face 

recognition lies in improving accuracy and expanding dimensions. Although this paper has made some 

achievements through theoretical analysis, there is still a lot of research space in the future. For 

example, for the sake of the integrity of the article structure, this paper discusses almost all links of the 

face recognition system but does not carry out in-depth research one by one. The next work will focus 

on experiments, and more practical analysis will be carried out according to the experimental data set. 
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