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Abstract. Skin cancer is one of the most threatening cancers as reported and has been on the 

increase over the past 10 years. The traditional methods of skin cancer segmentation are time-

consuming and inefficient. U-Net is a powerful and accurate way of self-segmentation in the 

medical field. In order to solve this problem, this paper proposes a U-Net skin cancer 

segmentation system that can provide results and feedback quickly, accurately and intelligently. 

It is composed of two parts: Skin Image Analysis Module and Skin Image Segmentation Module. 

In the skin image analysis module, the system learns segmentation from the training set images, 

and verifies the correctness of learning from part of the images. In Skin Image Segmentation 

Module, the system segments all the images in the test set folder. Among several experiments, 

the system using GPU training and learning with 100 images of ISIC dataset after 10 epochs has 

the training accuracy of 0.9085, while the validation accuracy is 0.9536. The system allows users 

to upload their lesion images to a test folder to obtain reliable segmentation results in a timely 

manner, thereby improving the survival rate of potential patients.  

Keywords: Skin cancer, Skin lesion segmentation, U-Net, Convolutional neural network. 

1.  Introduction 

Cancer is one of the leading causes of death according to the World Health Organization (WHO), with 

more than two people dying of skin cancer every hour in the United States alone. About 3 million cases 

of non-melanoma skin cancer and 132,000 cases of melanoma skin cancer are diagnosed worldwide 

each year. Early diagnosis of skin cancer is an important chance to successfully treat and prevent 

metastasis to other organs. The 5-year survival rate of skin cancer is 99% when detected early [1]. 

Therefore, if abnormal growth of skin tissue is suspected, it is very important to segment it as soon as 

possible, which can directly or indirectly reduce mortality. Skin cancer image segmentation using 

computer-aided system can better extract features to separate the parts with special meaning in medical 

images, which is an important technical premise for treatment, and the accuracy of segmentation results 

directly affects the subsequent treatment. 

In practice, the traditional methods of medical image segmentation include threshold method [2], 

region growth method [2] and clustering method [2]. The most commonly used clustering algorithm in 

the field of medical segmentation is fuzzy C-mean algorithm (FCM), which combines fuzzy set theory 

with clustering algorithm to determine the degree of pixel belonging to a certain cluster through 

"membership degree", which alleviates the problem of few labels in medical image segmentation to a 
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certain extent. Medical image segmentation based on deep learning are Fully Convolutional Networks 

(FCN) [3] and U-Net network structures [4]. The disadvantage of FCN model is that the global context 

information is not taken into account and the up-sampling operation is only used once, so details are 

easily neglected. In view of the shortcomings of FCN, Ronneberger et al. proposed U-Net network 

structure, which has good performance and is more suitable for medical image segmentation. The 

automatic segmentation of medical images based on deep learning has been playing an important role 

in the medical field due to its high speed and high accuracy. 

In this paper, we use U-Net network to segment dermatoscopic images of pigmented lesions. 

The system is experimented with ISIC dataset to segment malign and benign moles, The 

experimental results show the precision score, respectively. The analyzation results demonstrate that our 

skin lesion segmentation system can obtain high accuracy and efficiency in skin cancer segmentation, 

and provide timely feedback information. 

2.  Literature review 

In clinical diagnosis, it is an important content to diagnose skin lesions according to color dermatoscopic 

images. However, due to the limited availability of dermatologists, early detection of melanoma is often 

delayed. At the same time, due to the influence of skin surface hair, color, blood vessels and low contrast 

between diseased skin and diseased skin, even experienced clinicians cannot accurately determine the 

lesion area on the skin, so as to fail to correctly diagnose malignant melanoma. At this time, the 

Computer Aided Diagnostic system (CAD) [5] can effectively segment the skin lesion area, thus 

improving the diagnosis rate of malignant melanoma. In order to ensure the normal operation of CAD 

in detecting melanoma in cutaneous microscopic images, it is very important to accurately detect the 

boundary of lesions. The reasons are as follows: in order to properly analyze the indicators existing in 

the lesions, it is necessary to carry out appropriate segmentation; Secondly, some values calculated 

according to the boundary itself, such as the degree of division in "ABCD method" and "Menzies 

method" [6], are themselves diagnostic indicators of malignant tumors. Skin lesion Image segmentation 

can be divided into manual segmentation and automatic segmentation. Manual segmentation is 

performed by clinicians based on their own pathological knowledge of skin lesions with the help of 

Image instance segmentation annotation tools. The lesion area on the skin lesion image was manually 

divided. Automatic image segmentation methods mainly include two kinds of methods: one is the 

traditional image segmentation algorithm, the other is based on deep learning segmentation algorithm. 

In the field of medical image segmentation, Ronneberger proposed a new convolutional neural network 

segmentation method, U-Net When training the network, U-Net can use ResNet, VggNet and other pre-

training network weight parameters, which can greatly reduce the training time. Another feature of U-

Net is that the feature maps obtained from each convolution layer are concatenate to the corresponding 

up sampling layer through skip-connection, so that the feature maps of each layer can be effectively 

used in subsequent calculations. U-Net has become a medical image by virtue of its excellent 

performance in segmentation. 

Based on the U-Net framework, many semantic segmentation networks with superior performance 

in different medical images are derived. 

U-net++ [7]is one of the most important improvements to U-Net. The main change is to change U-

Net's jump connection structure to dense connection. Through short-link and up-down sampling 

operations, the features of multiple different levels are indirectly fused. Therefore, decoder can perceive 

objects of different sizes under different sensing fields, which plays a good role in the segmentation 

effect of different parts of medical images. 

Res-U-Net[8] and Dense-U-Net[9] are inspired respectively by residual connection and dense 

connection, and each sub module of U-Net is replaced by a form with residual connection and high- 

density connection respectively. Res-U-NET is used in retinal image segmentation. A high-density 

connection is part of a combination of inputs from the next layer and outputs from the previous layer. 

All submodules of U-Net will be replaced by high-density U-Net modules, and it is recommended to 

use fully high-density U-Net modules to eliminate the falsity on the images.  
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Attention U-Net [10] adopts an attention mechanism in U-Net to adjust the output fit degree of the 

encoder and combine the resolution fit degree of the encoder with the absolute fit degree of the decoder. 

It is noteworthy that in the long-term domain, the target has the tendency to obtain large vocabulary, 

and in the background domain, the target has the tendency to obtain small difference vocabulary, 

especially the high accuracy of image segmentation. 

Some medical images are stored in the form of 3D, such as CT and MRI images. 3D-U-Net network 

is used to segment such images, replacing 2D convolution operation with 3D convolution operation, and 

introducing a new objective function into the model to effectively alleviate the problem of class 

imbalance in image segmentation. Wang Jiping et al. [11] used 3D-U-Net to perform automatic 

segmentation of organs at risk for nasopharyngeal carcinoma, which saved 74.5% of the average time 

compared with manual drawing, and the accuracy was higher than 80%. 

U-Net is a classical network design method, which is widely used in image segmentation. There are 

also many new ways to improve on this foundation, incorporating newer web design concepts. 

3.  Method 

3.1.  U-Net Structure 

The network is basically a symmetrical structure, with encoder on the left and decoder on the right. The 

network is composed of 3x3 convolution layer, Relu function, maximum pooling layer window size of 

2x2, step size of 2, up sampling convolution and Concatenation.  

The feature number of each down sampling is doubled, and the feature number of each up sampling 

is halved. 

The most important feature of the network is that the splicing operation is added, because the image 

segmentation needs both global location information and context information. Feature abstraction is 

carried out by down sampling to obtain global location information, but the context information of small 

feature maps will be lost. Therefore, in the process of up-sampling, the method of splicing is used. 

The best parts of U-Net are these three parts: up sampling, down sampling and skip connection. 

U-Net performs a total of 4 up-sampling sessions in the same phase using Skip Connection. In this 

way, the final recovered feature pattern will become the feature of the lower stage, instead of directly 

monitoring the higher semantic feature, and the loss will be reversed. At the same time, the features of 

different scales are integrated to realize multi-scale prediction and depth monitoring. After four times 

of sampling, the edge information of the subdivided image is restored. The parts before pool4 are all 

down sampling. The size of the image input is (512, 512, 1). 

The parts after the pool5 layer are all up sampling, and the shallow features extracted by pool1-pool4 

are combined in the up sampling process. The concatenate function used here is used to combine the 

matrices. 

Finally, a 1*1 scale convolutional layer is used, combined with the softmax function for classification. 

3.2.  Image Processing 

Running data.py generates three npy files: Imgs_mask_train. npy is the training picture tag, Imgs_train. 

npy is the training picture and Imgs_test. npy is the test image. This test picture is the final picture to be 

tested, rather than the picture of test accuracy in the training. The picture of test accuracy and the training 

picture are together. During the training, part of the training picture will be allocated to test accuracy 

with a probability of 4 to 1. 

3.3.  Experiment Settings 

The experiments in this chapter are based on TensorFlow deep learning framework in Windows system, 

and the processor is IntelCoreTMi7 6700CPU@340GHz*8. The algorithm is written in Python language. 

The network is trained by two NVIDIA GeForcegTX1070 Gpus with 8G memory each, and CUDA 

version is 90. The network weight parameters were initialized by Xavier, and the optimizer was Adam, 

which accelerated the convergence speed of the objective function. The epoch size of network training 
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was set to 10, batchsize was set to 2 during network training, and the image resolution was converted to 

512x512. During the test, Batchsize is set to 1, and the test images are segmented one by one. Finally, 

the segmented images are saved and relevant evaluation indicators are calculated. 

4.  Results 

4.1.  Dataset 

In my experiment of Skin Image Segmentation Module, I use images from the dataset: Skin Imaging 

Collaboration: Melanoma Project (ISIC). 

ISIC is an academic and industry partnership to promote digital skin imaging applications to reduce 

melanoma mortality. It consists of a database containing 13,786 skin endoscopy images (as of February 

12, 2018) classified as malignant and benign skin lesions [4]. Each example contains an image of the 

lesion, metadata about the lesion including classification and segmentation. As a result of that, I use this 

dataset to train my U-Net model which is built to segment malign and benign melanocytic lesions. 

4.2.  Skin Image Analysis Module Performance 

Running data.py generates t  

In the experiment of Skin Image Analysis Model, images were randomly selected to train the model, 

and the accuracy of the model was tested in the remaining images. The ratio of the number of images in 

the two parts was 4:1. For example, if 30 images are selected from the data set as the training set, 24 

images are randomly selected to train the model, and the remaining 6 images are tested for accuracy. If 

100 images are selected from the data set as the training set, 80 images are randomly selected to train 

the model, and the remaining 20 images are tested for accuracy. 

Due to the different sizes of the original data images in ISIC, the data is preprocessed and the unified 

pixel is 512*512, which is convenient to input into the network for training.  

During the training process, the number of training iterations is set to epoch=10, that is, all samples 

in the training set are trained ten times in total. Set batch size=2, that is, 2 samples are taken in the 

training set for each training, and 40 training sessions are required for each iteration of 80 images .  

In the experiment of setting 1, the network is trained by CPU, and the training set contains 30 images. 

In the experiment of setting 2 and setting 3, the network is trained by two NVIDIA GeForcegTX1070 

GPUs. Training set in setting 2 still contains 30 images, while setting 3 has 100 images.  

After 10 epochs of training iteration, the training accuracy of setting 3 is about 0.9085, while the 

validation accuracy is about 0.9536, as shown in figure 5. As a result, the model gives accurate feedback 

in learning and analysis in time.  
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Figure 1. The accuracy and loss (setting 1: 30 

training images, CPU running, epoch=10, batch 

size=2). 

Figure 2. The accuracy and loss (setting 2: 30 

training images, GPU running, epoch=10, batch 

size=2). 

 

 

Figure 3. The accuracy and loss (setting 3: 100 training 

images, GPU running, epoch=10, batch size=2). 

4.3.  Skin Image Segmentation Module Performance 

Under different numbers of training dataset, the accuracy rate and loss of the model are different. There 

is also a difference between GPU training and CPU training models. See the following table. 
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Table 1. Segmentation Performances. 

 Accuracy 
Validation 

accuracy 
Loss 

Validation 

loss 

Running time 

of each epoch 

Setting1 (CPU running, 

30 training images, 

epoch=10, batch 

size=2) 

0.8495 0.8137 0.3253 0.3874 312s 

Setting2 (GPU 

running, 30 training 

images, epoch=10, 

batch size=2) 

0.8947 0.8921 0.2770 0.2727 292s 

Setting3 (GPU 

running, 100 training 

images, epoch=10, 

batch size=2) 

0.9085 0.9536 0.2812 0.1776 1188s 

TestU-Net.py will test the image that put in the test folder, and the results will be saved in the Results 

folder. The processing effect after data enhancement is shown in the figure 4 below. After GPU training 

with 30 images and GPU training with 100 images, the results of model segmentation is shown below. 

When the training dataset is small, the segmentation result graph is fuzzy. 

  

(a) (b) 

  

(c) (d) 

Figure 4. Segmentation results (setting: 10 epochs, batch size=2). (a) Original image; (b) 

Segmentation effect of setting 1; (c) Segmentation effect of setting 2; (d) Segmentation effect of 

setting 3; 

5.  Discussion 

This experiment was originally run using CPU, but PyCharm still showed that the kernel had hung when 

running the first epoch, and this problem still existed after two or three reboots. Therefore, GPU was 

used to run the experiment later. 
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As can be seen from the table, the processing speed of deep learning by CPU is slower than that of 

GPU. Using GPU training can increase the amount of training data and obtain higher accuracy. In 

addition, the accuracy of training and testing varies with the number of training samples. The number 

of training samples increases and the accuracy rate increases. In addition, it can be seen from Figure 5 

that after ten iterations, the curve of 10 epoch has tended to be stable, and the sufficient number of 

training samples saves the number of training times. 

In short, CPU is good at complex operations such as global domination, while GPU is good at simple 

repetitive operations on big data. The CPU is a teaching aid for complex mental work, while the GPU 

is a manual worker for massive parallel computing [12]. Deep learning is a mathematical network model 

established to simulate human brain nervous system. The biggest characteristic of this model is that it 

needs big data to train. Therefore, a large number of parallel and repeated calculations are required for 

computer processors. Therefore, GPU is more suitable for deep learning. 

The number of parameters of the original U-Net is about 28M (the number of parameters of U-Net 

with up-sampling transpose convolution is about 31M), while the model can be smaller if the number 

of channels is multiplied. The number of U-Net parameters was 7.75M after being reduced by two times. 

By four times, the number of model parameters can be reduced to less than 2M, which is very light [13]. 

Therefore, the number of training samples of U-Net model should not be too large, which is easy to lead 

to over-fitting. 

Due to the fuzzy boundary and complex gradient of medical image, more high-resolution information 

is needed. At the same time, the internal structure of the human body is relatively fixed, the distribution 

of segmentation targets in the human body image is very regular, the semantics are simple and clear, 

and the low-resolution information can be easily located. Therefore, U-Net structure is suitable for 

medical image segmentation task. 

6.  Conclusion 

In this paper, a skin cancer segmentation system using U-Net is proposed to separate areas of skin tumor 

from healthy skin, with two main components, Skin Image Analysis Module and Skin Image 

Segmentation Module. For each module in U-Net, accurate results are displayed in learning and analysis, 

and segmentation results are returned in time. Under different numbers of training dataset, the accuracy 

rate and loss of the U-Net model are different. There is also a difference between GPU training and CPU 

training U-Net models. After 10 epochs of training, the training accuracy of the experiment with CPU 

running and 30 images running is around 0.8. The training accuracy of the experiment with GPU running 

and 30 images running is around 0.8. The training accuracy of the experiment with GPU running and 

100 images training is around 0.9085, while the validation accuracy is around 0.9536. The processing 

speed of deep learning by CPU is slower than that of GPU and the accuracy rate increases when the 

number of training images increases. 

In the future work, there are two aspects of improvement. First, the current model uses a fixed size 

training suite, and developers need to pre-process the image of the training suite to change the resolution. 

This process can take time to process a large amount of data, so other neural networks can be added to 

automatically perform the process of changing image resolution. Another improvement is a sharper 

picture of the results. It is necessary to improve the quality of the image by processing the segmentation 

result, such as enhancing contrast, sharpening, removing blur and other operations. This will require 

extra code to magnify the image's grayscale range, making the image sharper. 
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