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Abstract. We are living in a world where data is touted to be the new oil and analytics is the 

combustion engine. Analytics or data science comprises a number of tools and techniques from 

the fields of statistics, machine learning and broader AI. While there is no dearth of such tools 

and techniques ranging from random forests to neural networks, problems most enterprises face 

is that of identify the most suitable tool (s) for a business problem at hand. This paper aims to 

address this problem by developing a novel, comprehensive framework that identifies the 

optimal data science tools given the ‘nature’ and ‘type’ of the business problem and the 

constraints on the underlying data used. This framework can be an effective device for 

enterprises to select the suitable data science tools and techniques to apply to their problems. The 

intention is to empirically test this framework in future research and develop a Natural language 

Processing (NLP) implementation of this prescriptive framework. 
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1.  Introduction 

The current decade has witnessed the emergence of and widespread attention to a term ‘Data Science’, 

sometimes also known as, ‘analytics’ [9,18,33]. This term is not ground-breaking; it is an amalgamation 

of classical disciplines like Artificial Intelligence (including machine learning) statistics, data mining 

and even operations research [42]. However, the ground-breaking aspect of this term is that it has made 

these above disciplines mainstream by allowing application of the certain tools and techniques of these 

disciplines to solve a wide range of business problems [13]. It has also been found that data science 

shows an enormous promise to contribute to both the top-line and the bottom-line growth of businesses 

[23,34]. 

It may be noted that the above examples are from a miniscule proportion of the total number of 

organizations in the marketplace; many large and most medium-sized organizations are yet to tap into 

the potential of data science for solving their problems. There are a number of issues that impede 

businesses to embrace and harness the potential of AI technologies and data science like the lack of 

understanding of the plethora of models and tools provided, privacy concerns, ethics concerns,  

economic deterrents, legal limitations and many others [5]. Discussing all the challenges of data science 

is outside the scope of this study.  

However, a particular glaring issue that would affect any organization anywhere in the world willing 

to use data science is: the lack of understanding of the plethora of tools provided to choose the right one 

for the problem at hand [24,43]. As mentioned earlier, data science is a consolidation of a wide range of 
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tools and techniques (most often in the form of models and algorithms) from artificial intelligence, data 

mining, and statistics. More precisely, data science incorporates a wide range of different techniques, 

models and algorithms. From Support Vector Machines, k-Nearest Neighbour, Random Forests, K-

Means, Spectral Clustering and many others from the field of computer science to Linear/Logistic 

Regression, Exponential Smoothing, Probabilistic Topic Modeling (like LDA) from the field of statistics; 

the list is a very extensive one [24]. Many of these tools have been shown to solve certain specific types 

of problems well (in terms of accuracy and/or efficiency) under a certain specific set of conditions; these 

are not intended to be applied indiscriminately. Consequently, it is crucial to understand which of these 

tools and techniques can be applied to which business problem, in order to solve it successfully. Even 

using an exceptionally well performing data science tool for the wrong purpose will be futile at best and 

detrimental at worst for an organization. It may be noted here that the focus of this study is to solve 

problems typically faced by business organizations, not so much the ones faced by other types of entities 

or individuals.  To this end, the purpose of this study is to answer the research question below. 

How can we identify the most suitable modelling technique(s) from a large variety of data science 

tools to address specific enterprise problems at hand? 

The remainder of this paper outlines a review of the relevant literature and proposes a framework 

that attempts to answer the research question. Subsequently the paper entails the contribution and an 

outline of the forthcoming courses of action and implications for future research.  

2.  Reviewing the literature 

Conducting a literature review on data science reveals that given the term ‘data science ‘ is relatively 

new, not much is found in the literature with  a search for that term. However, on conducting a broader 

search on  terms that are similar and convey the essence of ‘data science’, i.e. data mining, analytics, 

machine learning, statistical modeling and similar other terms, a considerable number of studies on the 

tools, techniques and models from the fields of  data mining, statistics and machine learning were found. 

As a matter of fact, the vast number of studies are well summarized in a number of systematic literature 

reviews. For example, there is a wealth of literature with systematic reviews done on different data 

mining techniques on different domain ranging from healthcare to education to intrusion detection 

[7,15,17,28,36,39]. Similarly, a number of useful systematic literature reviews are found on the tools 

and techniques available from the field of statistics [10,20,27,32]. Further, in the area of machine 

learning, there are a number of studies comparing a number of machine learning tools and models in a 

specific scenario each, ranging from phishing detection to bioinformatics to customer churn to digital 

soil mapping [1,21,40,41].  

Given the plethora of tools, techniques and models at one’s disposal, it is of utmost importance to 

identify the right ‘horse for the course’, or, the right tool for the problem at hand. While the literature is 

replete with studies on different tools, techniques and models used in the different disciplines and their 

application, every study tends to focus on one (or a few tools) like k-means clustering, support vector 

machine, regression and others, and their application in a specific domain like fraud detection, genomics 

or manufacturing. So it is extremely difficult to have a cross-sectional understanding of these tools to 

solve different problems. In other words, the majority of studies in the literature are depth-based. 

However, the primes of the paper is not to dig deep into one particular tool or an application domain, 

but instead to explore the wide variety of tools, techniques and models and their applicability to different 

types of business problems: essentially a breadth-based approach. So a search for breadth-based studies 

was necessary to be conducted.  

A further detailed search revealed a small number of papers that are indeed broad-based, in the sense 

they discuss a wide variety of tools, techniques and models from multiple disciplines [25,26]. One such 

key study is one that depicts the classification of the methods for predictive questions in three categories: 

Probabilistic Models, Machine Learning/Data Mining and Statistical Analysis and the classification of 

the methods for prescriptive questions in six categories:  Probabilistic  Models,  Machine  Learning/Data  

Mining, Mathematical Programming, Evolutionary Computation, Simulation and Logic-based Models 

[25]. However, the limitation of this study is that does not refer to a wide variety of different types of 
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problems (like classification, estimation, clustering and others) that fall under either predictive or 

prescriptive questions; a generic umbrella approach is used which limits its applicability in different 

types of problems. 

A second study reports on a number of different tools and models used for a specific type of 

descriptive and predictive question:  clustering [6]. This provides a comprehensive list of the different 

tools available but with the limitation that they all belong to a single type of analytics question: clustering. 

A similar approach is taken by another study to analyse another problem, image detection, using 

different tools and models. Its limitation is also that it restricts itself to a specific kind of problem [44]. 

A yet another similar study has explored the use of different models and techniques, but again restricted 

to one domain: the financial services [3]. One more study reports similar content, but in the area of 

supply chain management [30]. 

Yet another study contains an in-depth overview of different analytics, algorithms and platforms. 

However, the study does not delve into the application of these tools and models to solve business 

problems [22]. This limitation is also applicable to a number of other studies that limit their domains to 

scientific computing problems as opposed to business organizational ones.  

So overall, it is evident that there is a dearth of studies that explore a cross-section of data science 

tools, techniques and models (across various fields) vis –a vis their applicability in answering different 

types of questions (namely descriptive, predictive and prescriptive) as well as different sub-types of 

questions (namely classification, estimation, clustering etc.). Also, a lack of focus on solving business 

organizational problems by comparing a number of tools and models was found in the available 

literature. 

3.  Towards a framework to use data science to find optimal solutions to business problems. 

This section describes a framework that can be used to identify optimal tools and models from data 

science for solving business problems. Data science equips enterprises with platforms for deconstructing 

the problem into smaller problems, and the tools and techniques for addressing them. As with the field 

of data science itself, these tools and models are sourced from the varied spheres of statistics, computer 

science, data mining, operations research among others. The purpose of this framework is provide a 

holistic framework to help make decisions about the choice of tools and models to apply to a given 

problem at hand. 

The building blocks of this framework are: 

a) well-formed business problem at hand  

b) access to potentially relevant data to solve it 

c) a set of tools, techniques and models to solve the business problem 

The first building block is the business problem. The problem can be analysed using an industry 

standard specification called the Business Motivation Model (BMM) from Object management Group 

that provides a hierarchy of the goals of an organization/entity, decomposed into several levels [31].  

According to the BMM Specification, a ‘Vision’ is the ultimate, possibly unattainable, state the 

enterprise would like to achieve For example: “To become the first choice vehicle rental company for 

customers in Asia”. A vision will be implemented through a number of goals. A ‘Goal’ is a statement 

about a state or condition of the organization to be achieved and/or maintained via suitable approaches. 

E.g. “To become a ‘luxury brand’ vehicle rental company, operating in the same realm as other premier 

companies such as Avis and Apex. A goal should be neither too broad nor too narrow; it should be 

suitable to be quantified by Objectives. An ‘Objective’ is a statement of a specific, attainable, realistic, 

time-targeted, and measurable target that the enterprise will have to meet for achieving its goals. The 

objective must be framed meet the widely accepted SMART criterion: specific, measurable, achievable, 

relevant, and timed, as initially suggested by Peter Drucker in his seminal book, Practice of Management 

[14]. This has evolved over time and is considered the gold standard in setting objectives. E.g. Within 

six months, 10% increase in product sales, or during 4th quarter of current year, no more than 1% of 

rentals need the car to be replaced because of mechanical breakdown [31]. For each such objective, there 
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can be one or more underlying ‘Contextual Questions’ that need to be answered to be able to attain the 

objective. These questions, like their parent objective, have to meet the SMART criteria.  

The second building block is the access to potentially relevant data that can be used to answer the 

question. The source of such data must be credible and verifiable. Such data must be adequately sourced, 

cleansed, pre-processed and reviewed for use [33]. 

The third building block is a set of tools, techniques and models from data science for answering the 

contextual questions above. It may be noted that this framework does not claim to be list an exhaustive 

set of all possible models and tools available to solve business problems. Instead, the intention of the 

framework is to provide a comprehensive subset of the key list of tools and models that have been found 

to have been applied on business problems as evidenced in the literature [25,33]. Such a list, though not 

exhaustive, can be a useful suggestive resource for applying the most suitable models for a given 

problem from a plethora of available solutions The framework is intended to identify and recommend 

tools, techniques and models from data science for answering the contextual questions to eventually 

address the objectives goals and vision of the organization. 

3.1.  Contextual questions: nature and type 

The proposed framework consists of a matrix that is tiered, with a tier each referring to Descriptive, 

Predictive and Prescriptive contextual question, and are named as such. The first task in identifying an 

optimal model is to identify the nature of the contextual question: Descriptive (sometimes called 

Exploratory or Diagnostic), Predictive or Prescriptive [25]. Typically, a ‘Descriptive’ question seeks 

answers that describe the data and any possible association between the data. It may be noted that there 

is an extension to descriptive analytics named “diagnostic analytics” which is related to the question 

“Why did it happen?” [25]. ‘Predictive’ questions, go beyond that and seek answers about predicting 

results about the future based on existing data. Finally, ‘Prescriptive’ questions aim to find optimal 

results for a given problem. These aim to answer, what should happen, not just what would happen 

[4,11]. This task of categorizing a question based on its nature as Descriptive, Predictive or Prescriptive 

is non-trivial and is usually performed by humans with expert knowledge. Each of these tiers 

(Descriptive, Predictive and Prescriptive) have a number of different sub-types of questions underneath 

it, with a set of tools, techniques and models associated with it. These are listed as rows in under each 

of the tiers. 

While there are a number of modeling techniques in solving different descriptive questions, all such 

questions fall broadly under a finite set of types [33]. The task of determining the type of the question 

under each tier is non-trivial and is usually performed by humans with expert knowledge. 

3.2.  Underlying data: constraints 

Also, it may be noted that each of these tools, techniques and models are bound by certain assumptions 

about the underlying data. These include the type of data (or response) being studied (numeric or 

categorical), the underlying probability distribution that has a fixed set of parameters, multi-collinearity, 

homoscedasticity, outlier, distribution of residuals, sample sizes and many others [16]. These 

assumptions, also called constraints in this context, are listed on the top of the matrix as columns. 

Wherever a tool is subject to a constraint, it is marked in the appropriate columns. So, a tool with no 

marks across the columns in the most generally applicable with almost no constraints they involve few 

(if any) assumptions of structure and distribution. In contrast, a tool with many marks across the columns 

are heavily constrained by assumptions; these are usually the so-called non-parametric or semi-

parametric models.   

It may be noted that the most common, relevant assumptions/constraints about the models, as 

identified in the literature, are listed as the columns of the matrix; it may not be an exhaustive list of all 

assumptions about all variants of a model. This simplification is necessary in the interest of the clarity 

and presentability of the matrix for any practical purposes. 

Once the nature and the type of the question is decided, and the constraints of the underlying data 

are identified, the proposed framework can be used to identify the suitable tool(s) or model(s) to answer 

Proceedings of the 2023 International Conference on Software Engineering and Machine Learning
DOI: 10.54254/2755-2721/8/20230244

465



the data science question at hand, by referencing the appropriate row in the appropriate tier. These tiers 

are described below. 

Tier A: Descriptive Question 

The answers to these questions usually take the form of describing the data and are often used for 

exploring data for further analysis. These typically are questions that are of the type “What has happened 

or is happening?” and “Why does it happen?” [25,26]. Such questions are mostly well answered by the 

tools mentioned in the Tier A of the table. Tier A of the framework enumerates the key different types 

of descriptive questions and then attempts to suggest the feasible modeling solution(s) for each of those 

types [35]. These tools are subject to the constraints, marked for each tool, listed in the columns of the 

table. Out of those feasible models suggested by the framework, a model can be selected as the optimal 

one based on experimentation and context knowledge. A brief description each of these different types 

of questions is given below. 

Tier B: Predictive Question 

The answers to these questions usually take the form of predicting responses for future instances. 

These typically are questions that are of the type “What will happen?” and “Why will it happen?” in the 

future [25,26,29]. This tier of the framework has an embedded, built-in ‘inference’ component (with 

tools like confidence intervals and hypothesis testing) that applies across all models of this type. This is 

to make the models applicable to the population even if they are built using data from samples.  

While there are a number of modeling techniques in solving different questions, all such questions 

fall broadly under a finite set of categories or types [33]. Tier B of the framework enumerates those 

different types of predictive questions and then attempts to suggest the feasible modeling solution(s) for 

each of those types [25,29,33]. These tools are subject to the constraints, marked for each tool, listed in 

the columns of the table. Out of those feasible models suggested by the framework, a model can be 

selected as the optimal one based on experimentation and context knowledge. A brief description each 

of these different types of questions is given below. 

Tier C: Prescriptive Question 

The answers to these questions usually take the form of suggesting a feasible solution for a given 

situation. These typically are questions like “What should I do?” and “Why should I do it? [19,25]. 

While there are a number of modeling techniques in solving different questions, all such questions fall 

broadly under a finite set of categories or types [25]. Tier C of the framework enumerates those different 

types of questions and then attempts to suggest the feasible modeling solution(s) for each of those types 

[8,12,19,35,38]. These tools are subject to the constraints, marked for each tool, listed in the columns of 

the table. Out of those feasible models suggested by the framework, a model can be selected as the 

optimal one based on experimentation and context knowledge. In summary, the recommended steps of 

using the proposed framework to identify an optimal solution to business problems is given below: 
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Figure 1. A framework for selecting the optimal modelling technique for enterprise-level problems. 

4.  Conclusion and implications for future 

This paper explores a contemporary topic of using artificial intelligence techniques, data science in 

particular, to solve business problems and to this end, outlines a review of the relevant literature and 

proposes a new framework. The contribution of this study is that it attempts a holistic, comprehensive 

framework that attempts to guide the selection of suitable data science tools, techniques and models to 

solve a variety of business problems. The framework explains how the different data science models 

can help answer ‘contextual’ questions of different nature (descriptive, predictive and prescriptive) and 

of different types (classification, estimation, clustering and many others). Answering these questions 

will help organizations meet their objectives and in turn their goals and vision. Thus this study provides 

practitioners a practical guide to identify and implement the specific data science solutions (from a 

plethora of widely advertised tools, techniques and models) that would really assist to solve their specific 

business problems.  
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