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Abstract. In real life, there is far more unprocessed data than labeled data, which brings a large 

amount of data that cannot be directly used for machine learning training. Based on the tweet 

dataset processed by Natural Language Processing (NLP), this paper uses a variety of machine 

learning models for training and comparison. Moreover, different performances are analyzed and 

discussed. Since labeled datasets are difficult to obtain, the use of supervised learning will be 

limited. However, the number of unlabeled datasets is very large, which can provide a continuous 

training set for machine learning. This paper conducted a comparative experiment on the effect 

of semi-supervised learning and obtained better results than supervised learning and 

unsupervised learning. The experiments in this paper prove that semi-supervised learning can 

effectively use unlabeled data and train machine learning models. 
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1.  Introduction 

The training set greatly affects the performance of machine learning. At the same time, the learning 

efficiency of supervised learning is higher, and better training results can be obtained. But labeled 

datasets that can be used for supervised learning are expensive and hard to come by. By comparing and 

experimenting with different machine learning paradigms, the purpose of this paper is to explore how 

to use unlabeled data to optimize machine learning models. 

The same machine learning models may be utilized for comparison across various learning 

paradigms. According to Guo et al., the K-Nearest Neighbors (KNN) determines the majority class of 

the K most nearby examples in the dataset and forecasts the test instance to this class [1]. The Gaussian 

Naive Bayes classifier is a straightforward classifier built upon three assumptions and the Bayes theorem 

[2]. Additionally, the Logistic Regression is a mix of linear regression and the sigmoid function, and it 

uses regression to address binary classification issues [3]. 

For the dataset processed by using NLP, the paper uses several machine learning algorithms, 

including KNN, Gaussian Bayes, and Logistic Regression, to predict and label the emotional state of 

these tweets, such as "positive" or "negative". 

During model training, a set of 384-dimensional datasets is used. A small portion of them is labeled 

datasets, while most are unlabeled datasets. After the training is completed, this paper compares and 

analyzes different machine learning algorithms, and also analyzes the different results. 

For a large number of unlabeled datasets collected in the real world, it is difficult to obtain very 

valuable conclusions using only unsupervised learning. After the experiment, this paper obtained a semi-
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supervised learning model with a better effect, which can provide a reference direction for future 

machine learning. 

2.  Dataset 

There are several datasets provided already, such as the Twitter dataset [4], preprocessed data [5], and 

blend datasets [6-8]. Besides, there is a development dataset provided to evaluate the model with 

different machine learning paradigms. Moreover, the accuracy and F1 will be the metrics for evaluation, 

which are the base metrics for machine learning models. 

3.  Pre-processing 

This section provides a number of models, assessment criteria, and the layout of feature-based 

comparison experiments. In the Embedding feature dataset, each instance is represented as a 384-

dimensional vector, which is hard to handle. Therefore, it is necessary to reset the dataset for training 

the model. The only step is splitting the vector into a matrix, which contains 40000 instances and each 

instance contains 384 factors for calculation. 

3.1.  Dataset of different versions 

Figure 1 shows the raw features of the dataset. In this dataset, there are 40000 vectors and each vector 

is 384-dimensional. Figure 2 shows the features of the dataset after splitting. The processed dataset 

contains 40000 instances. Each instance has 384 factors to calculate, which is much easier than before. 

 

Figure 1. Features before splitting. 

 

Figure 2. Feature matrix after splitting. 
 

3.2.  The distribution of labels in datasets 

Python programs are used to display the distribution of “positive” and “negative” in the train dataset 

and development dataset. The distribution is shown below (Figure 3). 
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Figure 3. Distribution of different labels. 

As is shown above, the distributions of the two labels are 50% respectively, which means the distribution 

is balanced and there is no bias. 

4.  Method and metrics 

In this section, the baseline and machine learning paradigms are introduced. 

4.1.  Baseline 

To assess models, a baseline is essential. The baseline in this study is based on 0-R, commonly known 

as the baseline for the majority class [9]. 

Since both labels have the same proportion, each of these labels can be the majority class. As a 

consequence, it makes a “positive” prediction for the first half and a “negative” prediction for another 

part, with the accuracy of this prediction serving as the baseline. This prediction takes absolutely no 

characteristic into account, making it appropriate as a baseline. 

4.2.  K-nearest neighbors 

It is suited for K-Nearest Neighbors (KNN) on this preprocessed data. It firstly calculates each distance 

between every testing instance and every training instance, after which it chooses the K distances with 

the shortest values. The instance is then put into the K instances’ primary class [10]. 

The KNN does not require any extra presumptions or variables. Additionally, it is straightforward 

and typical for classification and simple to compare with other models. 

4.3.  Gaussian naive bayes 

The prior and likelihood should be computed by using formulae in the Gaussian Naive Bayes (GNB) 

model. The forecast outcome of the testing case is the class with the highest probability following 

computations. 

The GNB is appropriate because the attributes of the experiment are entirely numerical. It also has a 

mathematical theory foundation. It is an easy, quick, and precise method to evaluate the model. 

4.4.  Logistic regression 

When using Logistic Regression (LR), which restricts the prediction range to [0,1], the sigmoid function, 

equation (1), is crucial. Additionally, in this study, the decision threshold is equal to 0.5. Boundary, 

which is dependent on computation, may forecast every class. 

  
∂σ(z)

∂z
= σ(z)[1 − σ(z)] (1) 

For binary classification, LR is acceptable. Because it involves less computing and is based on a 

probabilistic explanation and mathematical theory. Additionally, it makes predictions quickly and 

precisely. As a result, LR may be utilized for testing and training. 

4.5.  Evaluation metrics 

The accuracy and the F1 are suitable for this experiment to evaluate the models. 
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4.5.1.  Accuracy. As a measure of the percentage of accurate forecasts, accuracy is utilized. It contrasts 

expected and observed outcomes, counts the proportion of accurate outcomes, and computes the 

percentage. The most logical measure of a trained model's predictive power is accuracy, and it works 

well with balanced datasets. 

4.5.2.  F1. The model would be better if Precision and Recall are higher. They are in opposition to one 

another, though. In order to fully examine Precision and Recall, the F-score is used, as shown in equation 

(1). Precision and Recall would be treated equally when β = 1, as shown in equation (2). 

  Fβ =
(1+β2)PR

β2P+R
 (2) 

  F1 =
2PR

P+R
 (3) 

The F1 tries to evaluate models different in accuracy and takes into account all of the model’s benefits 

and drawbacks. 

4.6.  Design of experiments 

The benchmark for all models in this experiment is the specifically created baseline. Supervised learning 

with labeled datasets is carried out using KNN, GNB, and LR models. The accuracy and F1 of the 

development prediction are then produced [11]. 

Using semi-supervised learning and self-training, this experiment examines whether unlabeled data 

enhances the categorization of Twitter sentiment. The unlabeled dataset and the labeled dataset are 

mixed by self-training, and LR is chosen as the base estimator. The data that fall below the threshold 

criteria are then picked out and eliminated. Three models will be trained using this new dataset, and 

their accuracies and F1 scores will then be compared. 

Comparing all of the computation results from the output above is important to arrive at an accurate 

and impartial conclusion. Controlling variables are used to assess different results reached in various 

circumstances. 

5.  Result 

Different results of each situation are displayed in this section, and they are described as well. 

5.1.  Supervised learning 

5.1.1.   Positioning Figures and Tables. Figures and tables should be placed at the top and bottom of 

columns instead of the middle of columns. Large figures and tables may span across both columns. 

Figure captions should be below the figures; table heads should appear above the tables. Insert figures 

and tables after they are cited in the text. Use the abbreviation “Fig. 1”, even at the beginning of a 

sentence. 

 

Table 1. Performance of supervised learning. 

 Accuracy F1 

Baseline 0.50600 0.50600 

K=10 0.66800 0.66678 

K=20 0.68025 0.68022 

K=40 0.68725 0.68677 

K=60 0.68775 0.68677 

K=80 0.68650 0.68453 

GNB 0.61475 0.61200 

LR 0.69825 0.69814 
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As shown in Table 1, both the accuracy and F1 of the baseline equal 0.506. Additionally, every 

performance exceeds the baseline. Because the features in the training dataset are not independent, LR 

has the best accuracy and F1, and GNB has the lowest, while KNN is represented by various K. 

5.1.2.  Semi-supervised learning. In Table 2, the LR has the best performance with semi-supervised 

learning. In Table 3, accuracy and F1 arrive at the highest value when the threshold equals 0.85 instead 

of 0.90, which means a higher threshold does not bring higher accuracy or F1. Besides, Table 4 tells the 

GNB has better performance when the threshold equals 0.80. 

 

 

 

6.  Discussion 

6.1.  Unlabeled data 

In the real world, getting data is simple, but categorizing and labeling are expensive. As a result, there 

is far more unlabeled data than labeled data. 

Unlabeled data must be included in the training set in order to make the most of the available data. 

It uses a different machine learning paradigm. For this experiment, semi-supervised learning is 

appropriate. 

6.2.  Semi-supervised learning 

A small labeled dataset plus a sizable unlabeled dataset is used in semi-supervised learning to train 

models. 100000 unlabeled data points are not used. Labeled and unlabeled data can be used for self-

training in semi-supervised learning to increase the training set [12]. 

Unlabeled data will produce findings with "confidence" after prediction. It will be included in a new 

training set with a labeled dataset if its "confidence" values above a threshold that the author specifies 

[13]. In this study, the threshold is trained using a default value of 0.8. 

6.3.  Evaluation 

As shown in Tables 5, 6, and 7, KNN and LR perform better than GNB in supervised learning and semi-

supervised learning. 

Table 2. Semi-supervised, threshold=0.8. 

 Accuracy F1 

K=40 0.69125 0.69083 

GNB 0.61525 0.61237 

LR 0.70075 0.70061 
 

Table 3. Semi-supervised, k=40 with different threshold. 

 Accuracy F1 

0.80 0.69125 0.69083 

0.85 0.69400 0.69369 

0.90 0.68975 0.68944 
 

Table 4. Semi-supervised, GNB with different threshold. 

 Accuracy F1 

0.60 0.61050 0.60714 

0.80 0.61525 0.61237 
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6.4.  Analysis 

Accuracy and F1 increase insignificantly or drop. As shown in Tables 2, 3, and 4, it indicates that after 

semi-supervised learning, model accuracy and F1 have increased, supporting hypotheses. As the training 

set is increased, models get improved. The prediction of the dataset will theoretically become more 

accurate. But there are several exceptions in semi-supervised learning. 

The data of metrics increases in these models are negligible. It is interesting to note that the semi-

supervised GNB outcome drops when the threshold equals 0.6 (Table 6). The training dataset is larger 

than the initially labeled dataset by more than double. So, according to the development dataset, 

performance ought to greatly improve. However, as seen in the aforementioned data, the accuracy and 

F1 have reduced or just marginally risen, which is unexpected and calls further attention to what took 

place throughout the training. 

6.4.1.  Error propagation. Mistakes in prediction are unavoidable for every model. Even though the 

threshold is set during self-training, it is hard to completely eliminate prediction mistakes because this 

is a common occurrence. The new training set will contain incorrect pseudo-labels [14], and this 

incorrect data will influence models during training, decreasing prediction. 

In other words, incorrect semi-supervised learning predictions will result in incorrect data in the next 

training set, which leads to inaccurate model output. Finally, the accuracy of forecasts will either 

somewhat improve or significantly deteriorate. 

Since the proper labels of the sounds produced by incorrect predictions are unknown, they are 

challenging to identify and eliminate. However, there is still a solution to the spreading error issue: 

With the new dataset, segmentation may be done with tougher thresholds [15]. The threshold of self-

training can be split into several groups for independent training. As a result, the amount of introduced 

data steadily diminishes. Training and testing are then carried out independently. Setting the criterion to 

0.85 in Table 3 results in the highest performance, which slightly declines at 0.9. They still outperform 

the outcomes of supervised learning. Due to the low amount of data provided to the training set by a 

high threshold, the training impact will be reduced but overall accuracy will rise. 

Table 5. KNN when K=40. 

K=40 Accuracy F1 

Supervised KNN 0.68725 0.68677 

Semi-supervised KNN 0.69125 0.69083 

 
Table 6. GNB with different conditions. 

 Accuracy F1 

Supervised GNB 0.61475 0.61200 

Semi-supervised GNB (threshold=0.6) 0.61050 0.60714 

Semi-supervised GNB (threshold=0.8) 0.61525 0.61237 

 

Table 7. LR with different conditions. 

 Accuracy F1 

Supervised LR 0.69825 0.69814 

Semi-supervised LR 0.70075 0.70061 
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6.4.2.  Overfitting. Overfitting is a significant contributor to training-related mistakes. The experiment 

explicitly assessed the semi-supervised learning model's performance in predicting the training set and 

testing set in the same situation to see whether it was overfitting. 

 
Table 8 shows that after training, the model is overfit. The model’s prediction of the development dataset 

is substantially less accurate since it resembled the training set too closely. Although training sets contain 

a lot of characteristics, not all of them are directly relevant to classification. 

The most popular technique for minimizing the impact of overfitting is feature selection. It may be 

discovered that some traits are relevant to categorization by the computation of mutual information. 

Following the decision, it is possible to employ just features with a strong correlation, which can 

drastically reduce the number of features and the impact of overfitting. 

7.  Conclusion 

This paper conducts comparative experiments on supervised learning, unsupervised learning, and semi-

supervised learning. The experimental results show that, after introducing the unlabeled dataset, the 

accuracy and F1 of machine learning can be effectively improved. Moreover, semi-supervised learning 

can have both the high accuracy of supervised learning and the characteristics of using the unlabeled 

dataset. These two characteristics make it obtain a better training effect in the process of machine 

learning. 

These unlabeled datasets are used in the form of pseudo-labels, and these pseudo-labels may cause 

error transmission and reduce the accuracy of the model. This is a cause of error propagation that cannot 

be ignored and has a greater impact on the effect of the model. Therefore, in the process of generating 

pseudo-labels, a method is needed to improve the accuracy of pseudo-labels, which still needs a period 

of time to explore in future studies. 
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