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Abstract. With the increasing public awareness of health and safety, there is a growing
demand for intelligent systems capable of providing precise answers to medical and health-
related questions. However, Large Language Models (LLMs) are prone to "hallucination"
phenomena in medical domain responses, generating seemingly plausible but actually
inaccurate content, which could lead to serious consequences in medical scenarios. To
address this challenge, this study proposes a knowledge graph-based retrieval-augmented
question answering framework, with a specific focus on the dermatology domain. First, this
study constructed a medical knowledge graph ontology for dermatology, encompassing key
dimensions such as disease definitions, symptoms, diagnoses, and treatments. Second, a
method was designed utilizing the large language model GLM-4 (General Language Model-
4) for automated knowledge extraction from medical guidelines to construct a domain-
specific knowledge graph. Third, this study introduced fuzzy entity recognition and
knowledge graph enhancement mechanisms, which can identify key entities in questions and
retrieve relevant knowledge from the graph to augment the original queries. Furthermore,
experiments demonstrate that our approach effectively reduces hallucinations in LLM-
generated medical responses.On the test set, a comparison with the baseline method reveals
that our proposed framework achieves superior performance, with the average BLEU score
increasing from 0.0102 to 0.0157, and the average BERT_SCORE_P, R, and F1 scores
improving from 0.5037, 0.7120, and 0.5897 to 0.5273, 0.7346, and 0.6135,
respectively.These results indicate significant accuracy improvements, particularly in
diagnostic recommendations and treatment plans.This methodology provides a new
paradigm for building safer and more reliable medical intelligent systems and can be
extended to other specialized medical domains.
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1. Introduction

In recent years, growing public awareness of personal health has led to an increasing demand for
convenient and trustworthy access to medical information. Many individuals, particularly those
affected by visibly apparent conditions such as dermatological diseases, tend to seek help online due
to the complexity, time constraints, and financial burden associated with traditional medical
consultations. However, information retrieved through general search engines is often fragmented,
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poorly structured, and lacks credibility, making it difficult for users to obtain reliable health
guidance.

Therefore, the core motivation of this work is to enhance the reliability of LLMs in the medical
domain by grounding their responses in structured, verifiable knowledge. To achieve this, our
research aims to answer the following key questions:

(RQ1) How can a high-quality, domain-specific knowledge graph be efficiently constructed to
cover the essential aspects of dermatology?

(RQ2) How can relevant knowledge be accurately retrieved from the graph, even when user
queries are ambiguous or use non-technical terms?

(RQ3) To what extent does augmenting an LLM with this knowledge graph-based retrieval
system improve the factual accuracy and reduce the "hallucination" in its responses to
dermatological questions?

To address these research questions, this study propose a retrieval-augmented question-answering
framework enhanced with a structured dermatological knowledge graph. The methodological
workflow of this study is shown in Figure 1.

Figure 1. Technical workflow diagram

The key contributions, which directly correspond to these questions, include: (1) the construction
of a dermatology-specific knowledge graph ontology with 19 key relation types (addresses RQ1);
(2) an automated knowledge extraction method using GLM-4 to build the graph from authoritative
medical sources (addresses RQ1); and (3) a fuzzy entity recognition mechanism to retrieve relevant
knowledge and guide the LLM’s response generation (addresses RQ2). Experimental results
demonstrate that our method significantly improves response accuracy and reduces hallucinations,
providing a positive answer to RQ3 and offering a practical and scalable solution for safe and
reliable medical AI applications.

The structure of this paper is organized as follows :Section 2 introduces related research work;
Section 3 elaborates on our proposed knowledge graph construction and retrieval-augmented
question-answering methods; Section 4 presents experimental results and analysis; and finally,
Section summarizes the contributions of this paper and discusses directions for future research.
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2. Related work

Advancements in Large Language Models:
Large Language Models (LLMs) represent a significant breakthrough in natural language

processing, with their development traceable to the introduction of the Transformer architecture [1].
The early BERT model [2] pioneered deep bidirectional representations for pre-training, raising
scores on the GLUE benchmark to 80.5%, substantially outperforming previous models.
Subsequently, GPT-3 [3] expanded the parameter scale to 175 billion, demonstrating remarkable
few-shot learning capabilities and achieving performance comparable to specially fine-tuned models
across various NLP tasks.

In recent years, researchers have focused on enhancing the reliability and alignment of LLMs.
Ouyang et al [4].trained models to follow human instructions using Reinforcement Learning from
Human Feedback (RLHF), demonstrating that even the smaller-parameter InstructGPT model could
outperform the larger GPT-3 in human preference evaluations. Nevertheless, LLMs still face
"hallucination" issues in specialized domains such as healthcare—generating content that appears
reasonable but is actually inaccurate. Kim et al [5].conducted a systematic analysis revealing that
91.8% of healthcare professionals had encountered these issues in practice, with 84.7% believing
these hallucinations could impact patient health.

Current State of Medical Question-Answering Systems:
Research on medical question-answering systems has achieved significant progress in recent

years. Liévin et al [6].found that the Codex model using Chain of Thought (CoT) prompting
achieved an accuracy of 60.2% on the USMLE medical licensing examination, surpassing the
passing threshold, while the Llama 2 70B model reached an even higher accuracy of 62.5%. Expert
evaluations showed that InstructGPT demonstrated correct reasoning steps in 70% of cases,
indicating that recent LLMs possess considerable medical reasoning capabilities.

The Med-PaLM 2 model developed by Singhal et al [7]. achieved 86.5% accuracy on USMLE-
style questions through multiple optimization strategies, an improvement of over 19% compared to
its predecessor. In real medical consultation environments, specialist physicians preferred the
model's answers over those of general physicians in 65% of cases and considered the model's
answers to have equivalent safety.

Specialized medical LLMs have also made important advances. Li et al.'s [8] ChatDoctor, which
fine-tuned the LLaMA model on real patient-doctor dialogue datasets and incorporated external
knowledge base retrieval, surpassed ChatGPT in BERTScore evaluation (precision: 0.8444 vs.
0.837). Zhang et al.'s [9] HuatuoGPT, which combined supervised fine-tuning with reinforcement
learning based on AI feedback, performed exceptionally well across multiple Chinese medical
benchmarks, achieving win rates of 52-58% against ChatGPT.

Nevertheless, existing models still face challenges in accuracy and explainability when handling
specific domains such as dermatology. Dermatological diseases, characterized by diverse symptoms
and complex manifestations, impose higher requirements on models' understanding of professional
knowledge, prompting researchers to explore methods that combine structured knowledge with
LLMs.

Knowledge Graph-Enhanced Language Models:
Knowledge graphs offer new approaches for improving the accuracy of LLMs. Ji et al.'s

[10]comprehensive review summarized knowledge graph representation, acquisition, and
application, establishing a theoretical foundation for the integration of knowledge graphs and LLMs.
The Retrieval-Augmented Generation (RAG) framework proposed by Lewis et al [11]., which
combines parametric and non-parametric memory, achieved significant results in open-domain



Proceedings	of	CONF-CDS	2025	Symposium:	Data	Visualization	Methods	for	Evaluatio
DOI:	10.54254/2755-2721/2025.PO25800

239

question answering (Natural Questions: 44.5%, TriviaQA: 68.0%), substantially reducing
hallucination phenomena.

In the field of medical knowledge graph construction, Ernst et al.'s [12] KnowLife system
employed distant supervision and consistency reasoning methods to automatically extract
biomedical knowledge from multiple textual sources, constructing a knowledge graph with an
average precision of 93%. Li et al.'s [13] GLAME method enhanced the editing process of LLMs
through knowledge graphs, improving performance on multi-hop reasoning problems by
approximately 11% compared to the best baseline, demonstrating the effectiveness of knowledge
graphs in constraining model generation.

Regarding the integration of medical knowledge and language models, Roy and Pan [14]
explored various methods for injecting medical knowledge into BERT, finding that converting
knowledge triplets into natural language as a second input to the model yielded the best results,
achieving an F1 score of 91.81% in clinical relation extraction. Fei et al.'s [15] BioKGLM adopted a
three-stage training paradigm to inject biomedical knowledge graph information into the BERT
model, achieving an F1 score of 92.34% in biomedical entity recognition, significantly
outperforming models without knowledge injection (90.41%).

Pan et al [16]. systematically reviewed the opportunities and challenges of combining LLMs with
knowledge graphs, proposing an "explicit-parameterized knowledge hybrid expression" paradigm.
They analyzed the bidirectional promotion pathways where LLMs facilitate KG construction and
KGs enhance LLMs, providing a theoretical framework for the integrated development of
knowledge engineering and AI.

3. Methodology

This study proposes a knowledge graph-based retrieval-augmented question answering framework
specifically designed for the dermatology domain. The framework consists of three core modules:
dermatological knowledge graph ontology design, automated knowledge graph construction, and
retrieval-augmented question answering mechanism. This section elaborates on the methods and
technical implementation of each module.

3.1. Dermatological knowledge graph ontology

This study first designed a specialized medical knowledge graph ontology for the dermatology
domain to provide a unified formal representation of dermatological professional knowledge. This
ontology structure systematically expresses various dimensions of dermatological knowledge and
their intrinsic connections, ranging from disease definitions and clinical manifestations to diagnostic
and treatment approaches.
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Figure 2. Knowledge graph ontology structure

As shown in Figure 1, our dermatological knowledge graph ontology uses "Disease" as the
central node, connecting to different types of medical entities through 19 key semantic relationships.
These relationships include: definition, alias, etiology, risk factors, epidemiology, pathogenesis,
clinical manifestations (symptoms and signs), classification, severity grading, auxiliary
examinations, diagnosis, differential diagnosis, treatment plans (pharmacological and non-
pharmacological treatments, preventive measures), prognosis, and referral indications. Additionally,
we defined an "indication" relationship between "Treatment Method" and "Disease" to support
clinical treatment decision-making.

3.2. Knowledge graph construction

3.2.1. Document processing

This study implemented a standardized medical document processing mechanism for correctly
reading and parsing authoritative medical guideline documents. The system employs UTF-8
encoding to read documents, which is currently the most widely used text encoding standard capable
of correctly handling specialized terminology and various special characters in medical literature.
Through this unified document processing mechanism, this study can effectively extract content
from different medical guidelines, providing a complete and accurate textual foundation for
subsequent knowledge extraction. This step ensures the stability of the entire knowledge graph
construction process and the integrity of the extracted knowledge.

3.2.2. Knowledge triplet extraction

We leveraged the powerful semantic understanding capabilities of the large language model GLM-4
to extract knowledge triplets conforming to the ontology structure from medical documents. In
implementation, this study designed specific prompts for each relationship type, which clearly
specified the head entity type, relationship type, and tail entity type to be extracted, and required the
model to identify and extract corresponding knowledge instances from medical documents.

For example, for the "Disease-Symptoms-Clinical Manifestations" relationship, our designed
prompt would explicitly guide the model to identify all symptomatic manifestations of a disease
from the document. An example prompt is as follows:
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“You are a medical knowledge graph construction expert.
Please extract only one specific type of knowledge triplet relationship about the specified disease

from the following medical document.
Relationship type to extract:
- Head entity type: {head_type}
- Relation: {relation}
- Tail entity type: {tail_type}
For example, for the "Disease-Definition-Definition" relationship, you should extract the

definition of psoriasis from the document.
Please extract all triplet instances that conform to the above relationship type from the following

document:{document_text}”
Through this approach, the large language model can accurately identify and extract relevant

entities and relationships from medical documents based on semantic understanding of specific
relationship types, outputting formatted JSON results. These results contain complete triplet
information, with each triplet comprising five components: head entity type, head entity,
relationship, tail entity type, and tail entity.

3.2.3. Graph construction and storage

The extracted knowledge triplets were imported into a Neo4j graph database for storage and
management. During the import process, this study first created corresponding node types for each
ontology type, and then added extracted entities as nodes and relationships as connections between
nodes to the graph database.

Specifically, this study used the py2neo library to connect to the Neo4j database and constructed
the knowledge graph through the following steps: First, building the ontology structure by creating
various types of nodes and their relationships; for each relationship type, calling the knowledge
extraction module to obtain triplet data; creating head entities and tail entities as corresponding
types of nodes; establishing specified types of relationships between head entity and tail entity
nodes; using merge operations to ensure the uniqueness of nodes and relationships, avoiding
duplication.

Through this approach, this study successfully constructed a dermatological knowledge graph
containing 625 nodes and 19 types of relationships, providing structured knowledge support for
subsequent question answering enhancement..

3.3. Retrieval-augmented question answering

The core innovation of this research lies in proposing a question answering enhancement paradigm
based on knowledge graph retrieval, which significantly improves the accuracy of large language
models in dermatological question answering through entity recognition, fuzzy matching,
relationship extraction, and question augmentation.

3.3.1. Question key entity recognition

When a user poses a question, this study first utilize the large language model GLM-4-plus to
identify key entities in the question. Unlike traditional named entity recognition methods, this study
adopt a large language model-based entity type recognition approach that can simultaneously
identify entities and their types. Specifically, this study use instructional prompts to guide the model
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to recognize specific types of entities from the question, such as diseases, symptoms, signs, etc., and
output the results in the format of "entity type: entity name." The recognition results are then parsed
into a list of (entity type, entity name) pairs, preparing for subsequent knowledge graph queries.

3.3.2. Entity fuzzy matchingecond section

Since user descriptions may differ from standard terminology in the knowledge graph, direct exact
matching often leads to query failures. To address this issue, this study designed a large language
model-based entity fuzzy matching mechanism.

The specific steps are as follows:
First, for each identified entity and its type, query all nodes of that type in the knowledge graph.
Second,end all possible candidate nodes along with the user-mentioned entity to the large

language model.
Third,Through natural language prompts, have the model select the top 5 nodes most relevant to

the user's description from the candidate nodes.
This method fully leverages the semantic understanding capabilities of large language models,

capable of handling synonyms, near-synonyms, and expression variants, greatly improving the
flexibility and accuracy of entity matching.

3.3.3. Knowledge retrieval and augmentation

For each successfully matched entity, this study extract related knowledge from the knowledge
graph. Using Neo4j's Cypher query language, this study retrieve relationship paths within a
maximum of two hops from the entity.

This graph-based query approach enables us to obtain knowledge that is not only directly related
but also indirectly related, providing more comprehensive background information. For example, for
the symptom "itching," we can not only obtain its corresponding diseases but also further retrieve
related information such as treatment plans and diagnostic criteria for those diseases.

The retrieved paths are converted into knowledge statements in natural language description, in
the form of "Entity A's relationship is Entity B." All these knowledge statements are aggregated as
enhancement information for the original question..

4. Experiment results

4.1. Knowledge graph data statistics

This study successfully constructed a dermatological domain knowledge graph containing 625
nodes, covering 19 different types of entities. Table 2 details the quantity distribution of various
types of nodes in the knowledge graph.
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Table 1. Distribution of graph node types

Node Type Count Node Type Count Node Type Count Node Type Count

Disease 12 Pathogenesis 29 Disease Subtype 24 Definition 8
Symptom 93 Epidemiology 18 Pharmacological Treatment 65 Alias 13

Sign 78 Diagnostic Criteria 25 Non-pharmacological Treatment 48 Referral Indications 10
Risk Factor 42 Examination Item 31 Preventive Measures 22 Treatment Method 39

Etiology 37 Severity 15 Prognosis 16 Total 625

As shown in Table 2, symptom and sign nodes are the most numerous, with 93 and 78
respectively, reflecting the characteristic that dermatological diagnosis heavily relies on symptom
and sign manifestations. This is followed by pharmacological treatment and non-pharmacological
treatment nodes, with 65 and 48 respectively, demonstrating the diversity of treatment options for
dermatological diseases. This distribution pattern aligns with the knowledge structure in the
dermatology domain, providing comprehensive knowledge support for the question answering
system.

4.2. Quantitative analysis

To objectively evaluate the performance of our proposed framework, this study conducted a
quantitative analysis comparing the responses generated by the baseline LLM against those from our
knowledge graph-enhanced framework. this study employed three standard automated evaluation
metrics: BLEU and BERTScore. BLEU measures n-gram precision to assess fluency and adequacy,
and BERTScore computes semantic similarity at the token level, which is crucial for evaluating
factual correctness in domain-specific contexts. The aggregated results are presented in Table 3.

The results demonstrate a clear and consistent improvement achieved by our knowledge graph-
enhanced framework.

BERTScore Improvement: The most significant gains are observed in the BERTScore metrics.
The average Precision, Recall, and F1 scores increased from 0.5037, 0.7120, and 0.5897 to 0.5273,
0.7346, and 0.6135, respectively. The rise in Precision (P) indicates that the enhanced model's
outputs are more factually correct and contain less irrelevant information. The increase in Recall (R)
suggests that the responses successfully incorporate more key information from the reference
answers. Consequently, the improved F1 score reflects a better overall balance of precision and
recall, pointing to higher semantic quality.

BLEU Score Improvement: The average BLEU score also saw an increase from 0.0102 to
0.0157. While BLEU scores are typically low in open-ended question-answering tasks due to high
lexical diversity, this relative improvement suggests that the enhanced responses share more precise
keywords and phrases (n-grams) with the ground-truth answers.

In summary, the quantitative analysis provides strong evidence that augmenting the LLM with
our dermatology knowledge graph leads to responses that are more accurate, comprehensive, and
semantically aligned with expert-provided answers. These findings quantitatively validate the
effectiveness of our framework in mitigating LLM "hallucinations" and improving response quality,
thereby positively answering our third research question (RQ3).
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Table 2. Quantitative comparison of model performance

Model BLEU BERTScore_P BERTScore_R BERTScore_F1

Ours 0.0157 0.5273 0.7346 0.6135
Baseline 0.0102 0.5037 0.7120 0.5897

5. Discussion

Our retrieval-augmented framework, which grounds LLM responses in a dermatology-specific
knowledge graph, demonstrates a marked reduction in hallucination and a measurable improvement
in answer accuracy compared to the baseline model. Quantitative metrics, such as increased
BERTScore precision and recall as well as a higher BLEU score, indicate that the augmented
responses include more relevant information and fewer factual errors. These findings confirm that
integrating structured domain knowledge at inference time can effectively constrain LLM outputs in
medical contexts and yield more reliable guidance.

The key advantage of our approach lies in its modular design: a finely defined ontology with
nineteen relation types ensures comprehensive coverage of dermatological knowledge dimensions,
and automated triplet extraction using a large language model aligns new data with the ontology
schema without extensive manual curation. Additionally, the fuzzy entity recognition and matching
mechanism, driven by LLM prompts, allows the system to interpret lay or variant expressions in
user queries, thereby improving retrieval recall and robustness. By retrieving relevant graph-based
facts at query time rather than embedding all knowledge into model parameters, the system remains
adaptable to new guidelines or discoveries without necessitating costly model retraining.

Nevertheless, several limitations warrant careful consideration. The current knowledge graph,
while covering core dermatological entities and relations, remains limited in scale and may omit rare
conditions.Looking ahead, continuously expanding and validating the knowledge graph with new
guidelines, research, and expert feedback, integrating multimodal data (e.g., clinical images), and
enhancing transparency by citing retrieved evidence will strengthen reliability, while optimization of
retrieval efficiency and personalized, context-aware responses will improve user experience;
combined with rigorous evaluation using specialist-curated benchmarks and robust risk
management, these efforts will ensure that grounding LLM-based QA in structured, domain-specific
knowledge yields safe, accurate, and trustworthy medical guidance across specialties.

6. Conclusion

This study proposes a knowledge graph-based retrieval-augmented question answering framework
to address the hallucination problem in large language models during dermatological consultations.
By constructing a structured ontology with 19 semantic relationships, automating triplet extraction
from medical guidelines using GLM-4, and integrating fuzzy entity recognition with knowledge-
enhanced retrieval, our approach significantly improves the accuracy and reliability of responses in
diagnosis, treatment, and prevention scenarios.

Despite its promising results, this work still faces limitations such as the absence of a large-scale
evaluation dataset and the limited coverage of the knowledge graph. Future work will focus on
building a dermatology-specific benchmark dataset, expanding the graph with diverse medical
sources, and enhancing both knowledge extraction and entity matching algorithms. Ultimately, this
study aim to generalize this framework across medical domains and modalities, contributing to more
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reliable, multimodal medical question answering systems that support clinical decisions and public
health education.
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