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Abstract. This research analyzed the relationship between multiple elements of a book's classi-

fication through natural language processing and machine learning. This paper used   SVM and 

KNN to classify books according to the titles and author respectively. Also, books are catego-

rized by summary through Decision Tree, Naïve Bayes and BERT. In the end, this work com-

pared effects of these methods. Our findings show that 1) books have different levels of categor-

ical characteristics in various parts of the book 2) through combining the title, author, and sum-

mary of the book, more accurate classification results were obtained 3) BERT achieved more 

accurate recognition compared to a variety of other algorithms used. 

Keywords: natural language processing, machine learning, book classification 

1.  Introduction 

Literature, as an art form, can be traced back to ancient Mesopotamia [1]. Literature is not only a com-

bination of words but also one of the important carriers for recording social forms and historical changes 

[2,3]. Literature as an expression with subjective factors like other art forms, the genre classification of 

an article cannot be summarized with a few keywords as it is also subjective. Stylistics, as a branch of 

applied linguistics, studies various styles of literary genres [4]. Literature has four main genres, fiction, 

non-fiction, poetry, and drama. The genres cover the basic styles of the literature, and the subgenres and 

cross-genres can clarify specific styles [5]. The term book is a general term that refers to works of liter-

ature. Books have three parts: front matter, body matter, and back matter.  The front matter has a title 

page containing the title of the book, the subtitle, the author or authors, and the publisher. The title 

means the genre or style of the book, which gives the reader expectation. The book’s genre is important 

because readers often know what they are looking for ahead of time and are browsing for something in 

particular through the genres. However, book categorization has always been very tedious and compli-

cated. The genres of books are usually identified by publishers, booksellers, critics, and readers, where 

they would have to read the entire book to properly categorize the genre of the book [6]. Sometimes one 

literature could fit many different genres, and the genre itself might have different definitions under 

different cultures [7]. Even though genre classification is very subjective, as it is based on the 
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philosophy, understanding, and ideology of the one who categorizes, and due to the abstract nature, art 

is difficult to categorize [5,8]. The genre is a very good way to quickly filter for marketing purposes and 

for readers to choose their books. Thus, this paper would like to try to use natural language processing 

(NLP) and machine learning (ML) algorithms to help identify the genres of the books, which might both 

improve the efficiency and objectivity of the classification work. Also, this technique could be used to 

sort unmarked text collections. 

As the carrier of information, words have helped human beings transmit information for thousands of 

years. In the information age, the emergence of natural language processing has come up with new ways 

for the collection, sorting, and dissemination of information. Natural language processing can analyze the 

structure of the sentence and the order of the words in the sentence, or it can be based on the grammatical 

category of the words instead of their meaning [9]. Alhuqail used BERT, Latent Semantic Analysis (LSA), 

Bag of Words (BOW), and other natural language processing methods to infer and identify the authors 

of anonymous articles, and believes that merged features will get more accurate results than individuals 

[10]. Ferrario and Naegelin  used a variety of machine learning methods such as NLP pipelines to classify 

text documents [11]. Krishna et al. has used the method of removing the special characters and the punc-

tuations, stop-words, and then converting the original words into root words (stemming), in order to ob-

tain a more accurate NLP model [12]. Sel and Hanbay used the Word2Vec algorithm and k-means algo-

rithm to detect the subject of the email and judged the classification of the email successfully [13]. 

NLP is good at text clarification by automatically analyzing text and assigning predefined categories 

based on the context [14]. Yoon Kim first used neural network implementations to classify text [15]. 

Recently, the hierarchy of long short term memory (LSTM) and bidirectional Gated Neural Networks are 

also used to find the natural structure of language for sentiment classifications [16]. Liu, Loh, and Sun  

have used Naive Bayes and support vector machine (SVM) and compared different NLP representations, 

such as bag of words (BOW) and custom weighting schemes, to classify text [17]. Random forests and 

KNN are also widely used in text classification [18]. Santini has found ways to classify unlabeled text 

from the web to group unknown web pages [8]. This was performed by using a very flexible genre clas-

sification scheme, stating that each web page could have zero, one, or multi genres. Santini’s clarifies 

that the definition of the genre could affect the classification result significantly, and the experiments get 

impediments because the genre itself is an art that is defined by an individual [8]. Jordan has done thor-

ough research on the complexity of genre prediction and the overlap of different genres [19]. Worsham 

and Kalita used the whole text of the book to make genre classification [20]. Chiang, Ge, and Wu used 

the cover image to make predictions on book genres and they found this image-based transfer learning 

has similar precision as the title-based NLP approach [21]. Koppel showed that automated text categori-

zation techniques can explore combinations of easy lexical and grammatical characteristics to speculate 

the gender of the author of an invisible written document with roughly 80% accuracy [22]. 

In this paper, it will utilize three models including Decision Tree, Bert, and Naive Bayes to classify 

books by their summaries respectively. Then, this work will compare three individual prediction results 

and obtain the one which shows up most often and is called genre 1. In addition, SVM and KNN will be 

used to classify books by their titles and by their authors, then this work will get genre 2 and genre 3. 

Finally, this work will get three prediction results and choose the one which shows up most often among 

them to label the books. 

2.  Related works 

There are many attempts at categorizing books by chapters, titles, even the covers of the book. Worsham 

and Kalita use different methods in NLP like CNN and LSTM to classify books by the chapters of every 

single book [20]. Although they compared these main algorithms’ ability in classifying books, they were 

still working on how to raise the accuracy in classifying books by chapters instead of changing the way 

to classify books. In light of this paper, this work decided to search whether different ways of classifi-

cation will influence model performance. 

Later, Ganeshprasad et al. utilized titles and covers of the books to classify them [23]. They used the 

logistic regression model to train and predict the genres of the books. Then they obtained an accuracy up 
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to 87.2% when combining titles and the covers of books, which is better than only using the title features 

or cover image features. However, when combining images and titles, a small 1% accuracy improvement 

was achieved. This highlighted that these titles have the highest propensity in classification. According 

to this paper, this paper intends to use multiple algorithms in machine learning to classify books by titles, 

authors, and summaries. 

Naive Bayes is a popular algorithm in classification, which yields good results when the independence 

between attributes is not obvious. Zhang et al. demonstrated the strong competitiveness and advantages 

of Naive Bayes in processing classification [24]. The characteristics of Naive Bayes enable us to analyze 

the summary in the book. Naive Bayes can also maintain high efficiency and high classification accuracy 

while processing a large number of data sets [25]. 

Decision Tree (DT) is a widely used model in classification, which was proposed by Hunt. Patil and 

Umakant concluded that the DT algorithm possesses a high accuracy and performs well on small to me-

dium sized numerical and nominal datasets [26]. At the same time, the algorithm is easy to explain by 

graph [27]. So, this paper intends to use it to predict the books’ genres. 

Support Vector Machine is an algorithm used for classification. Vladimir and Alexey invented the 

original algorithm of SVM in 1963. Bernhard Boser, Isabelle Guyon, and Vladimir applied the kernel 

trick to maximum-margin hyperplanes to create nonlinear classifiers. Corinna Cortes and Vapnik pub-

lished the "soft margin" incarnation as software packages that are often used [28,29].  

Over the years, developing a universal representation of text has been fundamental to NLP. The de-

velopment of pre-trained text attachments like word2vec and GloVe was a big breakthrough in this area. 

Even though supervised learning has generally shown better results than unsupervised learning within 

NLP, unsupervised learning is more widely adopted as it can analyze the text without complex prepara-

tion and learn a larger corpora of texts [30]. BERT was introduced in 2019 as a new pre-trained text 

attachment model based on the text from Wikipedia [30]. BERT was designed to help the computers to 

understand the meaning of the text based on the context of the surrounding text. The algorithm is based 

on Transformers, which is a deep learning model that connects every output element to every input ele-

ment; the weightings between them are dynamically calculated based on their connection [31]. The prop-

erty is given by Transformers also makes BERT capable of reading the text from both left-to-right and 

right-to-left directions, and this bidirectional property helps BERT pre-trained on both Masked Language 

Modeling (MLM) and Next Sentence Prediction [31]. MLM is able to predict the hidden word based on 

the context, and Next Sentence Prediction is used to check if there is a logical and sequential relationship 

between two sentences [31].  

3.  Dataset  

This paper uses the CMU Book Summary Dataset collected by David Bamman and Noah Smith (2013). 

The dataset contains 16,559 books, and each book has 7 attributes, including Wikipedia ID, Freebase 

ID, Book title, Book author, Publication date, genres, and summaries which are extracted from Wikipe-

dia and Freebase metadata. The basic descriptions of each of these attributes are illustrated in the first 

column in Table 1.  Since this work only considers Book Title, Book Author, genre, and plot summary 

in this research, it provides statistics and more information under these 4 categories in Table 1. The 

second column in Table 1 gives an example of how George Orwell’s Animal Farm is illustrated in the 

original dataset.  
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Table 1. Data attributes description. 

Attrib-

utes  

Description  Sample 

Wikipedia 

ID 

ID of the data stored in wikidata, 

which is an open and collabora-

tive database.  

620 

Freebase 

ID 

Identifier for a page in the Free-

base database. The format is 

“/m/0” followed by 2 to 7 char-

acters. 

/m/0hhy 

Book Ti-

tle 

Name of the book, which is usu-

ally chosen by the author. 

Animal Farm 

Book Au-

thor 

Name of the primary author of 

the book. The dataset includes 

3101 authors. 

George Orwell 

Publica-

tion date 

The date on which a book is 

published.  

1945-08-17 

Genres The style or category of the 

book.  The dataset contains 227 

genres in total. 

[“Roman”, “Satire”, “Children’s Literature”, 

“Speculative fiction”, “Fiction”] 

Summary A brief description of the con-

tent and main points of the book. 

The plot summaries of this da-

taset were extracted from the 

November 2, 2012 dump of 

English-language Wikipedia. 

Old Major, the old boar on the Manor Farm, calls 

the animals on the farm for a meeting, where he 

compares the humans to parasites and teaches the 

animals a revolutionary song, 'Beasts of Eng-

land'. When Major dies, two young pigs, Snow-

ball and Napoleon, assume command and turn 

his dream into a philosophy. The animals…[con-

tinue] 

4.  Methodology  

4.1.  General outline 

A human typically would look at a book's title to determine the genre.  For example, when we read a 

book named A Wizard of Earthsea we would probably assume it is Children’s literature or fantasy fic-

tion. Then, we might check the author, because as for authors like Agatha Christie and Conan Doyle, 

their books most likely fall under the detective genre. If we still cannot distinguish the genre, we might 

check the brief introduction of the book. In this paper, we are going to classify books in the same order, 

which is the title, author, and summary (Figure 1).  
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Figure 1. Research Process. 

Note: This is the overall research process flow 

diagram used in this study.) 
 

For each section, this work pre-processes the data, and it makes one genre prediction for each book. 

SVM is used in the title section to make predictions, and the precision is marked by score 1. KNN is used 

to predict based on authors, whose precision is marked by score 2. In the summary section, this paper is 

going to use three different models to make predictions, including Decision Tree, BERT, and Naive Bayes. 

this work first checks the accuracies of each of the models, which are marked by Score 3, Score 4, and 

Score 5. It takes a majority vote over the results given by Decision Tree, BERT, and Naive Bayes. For 

example, if the predictions are adventure novels, horror, and horror, then the final answer would be horror. 

If all three predictions are different, the final answer would be the one predicted by the model that gives 

the highest accuracy score. Throughout this process, all scores are compared to see whether title, author, 

or summary is better to be used for genre prediction, which methods (Decision Tree, BERT, and Naive 

Bayes) is a better model for book classification based on the summary, and whether taking the mode of 

the answers given by the title, author and summary would increase the accuracy. 

4.2.  Pre-processing 

This paper first takes the genres whose frequencies are over 500 in the original dataset, which results in 

11 genres. Since this work wants to do single-label text classification whereas almost all books have 

more than one genre, it removes the redundant genres by taking the first genre that appears in the genre 

list as the target to ensure that each book has a defined classification label. After cleaning, 10,871 books 

and 8 genres are obtained in the experiment (Figure 2).  

 

Figure 2. Eight Genres after data cleaning. 

In the summary section, this work uses Python to delete the books whose genres don't belong to the 8 

genres. Then it uses Natural Language Toolkit to remove the stop words and stem every word in the 

summary. Finally, this paper uses Python to remove duplicate stemmed words in it and use TF-IDF to 

get the matrix which it uses to train our model (Figure 3) 
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Figure 3. Summary data processing 

flow.  

Note: This diagram shows the flow of 

Pre-processing. 

4.3.  Model  

4.3.1.  SVM. In this study, SVM is used to classify the titles of books. After encoding non-numeric 

attributes, the titles become vectors. Next, some vectors Xi are classified into a training set. 

𝐴 (𝑥1, 𝑦1), … . , (𝑥n, 𝑥n)            (1) 

In the SVM model, the goal is to find the best hyperplane that separates the data. The processed train-

ing set is linearly separable, which means that a pair (w, b) can be found. The best hyperplane is between 

1 and -1. 

𝑊𝑇𝑥𝑖 − 𝑏 ≤ −1，if𝑦𝑖 = −1              (2) 

𝑊𝑇𝑥𝑖 − 𝑏 ≥ 1，if𝑦𝑖 = 1             (3) 

Through the model, the best hyperplane (Formula 1) and decision function (Formula 2) can be attained. 

𝑤∗ ⋅ 𝑥 + 𝑏∗ = 0             (4) 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤∗ ⋅ 𝑥 + 𝑏∗)             (5) 

Finally, the accuracy rate of predicting the genres of books is generated by using the best hyperplane 

and decision function. 

4.3.2.  KNN. In this research, it classifies the genres of the books based on KNN. In this study, it chose 

each author as a point and chose one of the author’s books as the points around the author.  

𝐴 (𝑥1, 𝑦1), 𝐵 (𝑥2, 𝑦2)             (6) 

The distance is calculated between the two points to find the distance between them. 

𝑑𝐴,𝐵 = √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2             (7) 

Since it needs multi-dimensional, each point is given many variables to make it more accurate.   

𝐴 (𝑥1, 𝑥2, … , 𝑥n), 𝐵 (𝑦1, 𝑦2, … , 𝑥n)             (8) 

For the KNN, this work is practiced and tested. The program would calculate the distance between 

the author and his books separately. As a result, the program uses the shortest distance to determine the 

genre.  
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𝑑𝐴,𝐵 = √(𝑦1 − 𝑥1)2 + (𝑦2 − 𝑥2)2 + ⋯ + (𝑦𝑛 − 𝑥𝑛)2           (9) 

4.3.3.  Decision tree. Decision Tree (DT) is a basic classification method, and here this paper focuses on 

DT for classification. In the process of classification of DT, it signifies the process of classifying samples 

based on features, which is regarded as a series of IF-ELSE. 

Here this paper uses the ID3 algorithm to split the dataset, and it contains three steps: 1. Feature se-

lection 2. Decision tree generation 3. Decision tree pruning [32]. 

4.3.3.1.  Feature selection. Entropy is defined (Formula 10) as the expected value of the information 

and is used to measure the purity or impurity of the information. If the entropy is higher, the more impure 

the dataset is. p(xi) is the probability of the i-th class. n is the number of categories. 

𝐻 = − ∑ 𝑝(𝑥𝑖)𝑛
𝑖=1 𝑙𝑜𝑔2 𝑝 (𝑥𝑖)          (10) 

Conditional entropy is defined (Formula 11) as the mathematical expectation of the entropy of the 

conditional probability distribution of Y for a given condition of X. 

𝐻(𝑌|𝑋) = ∑ 𝑝𝑖
𝑛
𝑖=1 𝐻(𝑌|𝑋 = 𝑥𝑖)          (11) 

Information Gain (Formula 12) is related to the features. Therefore, the information gain g (D, A) of 

feature A on the training dataset D, defined as the difference between the entropy H(D) of the set D and 

the conditional entropy H(D|A) of D under the given conditions of feature A. 

𝑔(𝐷, 𝐴) = 𝐻(𝐷) − 𝐻(𝐷|𝐴)          (12) 

Information gain ratio (Formula 13) is the ratio of information gain to entropy. 

𝑔𝑅(𝐷, 𝐴) =
𝑔(𝐷,𝐴)

𝐻(𝐷)
          (13) 

The larger the information gain ratio of a feature, the purer the sample it gets after classifying by the 

feature. After recursively calculating and sifting out all the features, this work can classify all the samples. 

4.3.3.2.  Decision tree generation. Starting from the root node, a feature of the sample is tested, and the 

sample is assigned to its child nodes, at which time each child node comparative to a value of the feature, 

and so on recursively, the sample is tested and assigned until it reaches the leaf node, and finally the 

sample is assigned to the class of the leaf node. Figure 4 shows a simple decision tree . 

 

Figure 4. A Simple Decision Tree [26]. 

4.3.3.3.  Decision tree pruning. The decision tree algorithm recursively generates decision trees until it 

comes to the end node. The resulting trees are often accurate in classifying the training data, but not as 

accurate in classifying the unknown test data, overfitting can occur. The reason for overfitting is that 
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too much consideration is given to increasing the correct classification of the training data during learn-

ing, and thus overly complex decision trees are constructed. 

So, the classification tree model is simplified by pruning some subtrees or leaf nodes from the already 

generated tree and using its root or parent node as the new leaf node. It is implemented by minimizing 

the loss function of the decision tree to achieve a higher performance as a whole. 

4.3.3.4.  How this paper uses DT on our dataset. This paper used feature words from each pre-processed 

text as features for each text, and it finally took 10,000 words as features for each text in order to prevent 

too many features from degrading the prediction accuracy. This work used 80% of the dataset as our 

training set and limited the maximum depth of the decision tree from 15-20 to prevent the model from 

overfitting, and then set the minimum number of leaf nodes to 50 to prevent the model from running too 

slow. 

4.3.4.  Naive bayes. Naive Bayes is a kind of generative model. In this study, Naive Bayes was used to 

judging the most likely classification of books based on the summary of the book. The Naive Bayes 

algorithm is to establish the joint probability distribution P(XY) between feature X and output Y. When 

predicting a given feature, use Bayes' theorem to find all possible outputs P(XY), and take the largest 

one as the prediction result. 

𝑃(𝑌|𝑋) =
𝑃(𝑋𝑌)

𝑃(𝑋)
          (14) 

𝑃(𝑥1, 𝑥2, ⋯ , 𝑥𝑛) = 𝑃(𝑥1) ∏ 𝑃(𝑥𝑖|𝑥1, ⋯ , 𝑥𝑖−1)𝑛
𝑖=2           (15) 

Conditional probability & Chain rule is the basic principle of Naive Bayes, which refers to the prob-

ability of event A occurring under the condition that event B occurs. 

𝑃(𝑌𝑛|𝑋) =
𝑃(𝑋|𝑌𝑛)𝑃(𝑌𝑛)

∑ 𝑃(𝑋|𝑌𝑛)𝑃(𝑌𝑛)𝑛
          (16) 

P(Y) is the prior probability or marginal probability of Y, and any factor in X is not considered. 

P(Y|X) is the conditional probability of Y after X occurs, and it is also called the posterior probability 

of Y. 

P(X|Y) is the conditional probability of X after Y occurs, and is also called the posterior probability 

of B. 

P(X) is the prior probability or marginal probability of X, and is also used as the normalized constant. 

𝑃(𝑌 = 𝑐𝑘|𝑋) =
𝑃(𝑌=𝑐𝑘) ∏ 𝑃(𝑥𝑖|𝑌=𝑐𝑘)𝑛

𝑖=1

∑ 𝑃(𝑋|𝑌=𝑐𝑗)𝑃(𝑌=𝑐𝑗)𝐾
𝑗=1

          (17) 

After introducing a strong assumption that all features are conditionally independent, the principle of 

the Naive Bayes algorithm can be simplified to Formula 4. 

𝑎𝑟𝑔𝑚𝑎𝑥𝑐𝑘
= 𝑃(𝑌 = 𝑐𝑘) ∏ 𝑃(𝑥𝑖 = 𝑓𝑖|𝑌 = 𝑐𝑘)𝑛

𝑖=1           (18) 

The data features this work needs to predict are eight categories, and it needs to calculate the proba-

bility of them belonging to each category. After excluding all the same denominators, compare the max-

imum value by Formula 18. 

4.3.5.  BERT. BERT is a bidirectional transformer block connection which uses P (wi|w1, … , wn)as a 

target function to train language modeling (LM). The encoder unit of the transformer is constructed by 

multi-head-attention, layer normalization, feedforward, and layer normalization, and this unit makes up 

every layer of BERT. In this experiment, it uses 12 layers and each layer contains 12 attention mecha-

nisms, so the dimension of the word vector is 768. BERT takes the sum of three embeddings, including 

token embeddings, segment embeddings, and position embeddings. Token embeddings is a word vector, 
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where the first word in a sentence is a CLS sign which can be used for later classification. Segment 

embedding is used to classify two sentences, and it is very efficient for distinguishing questioning, an-

swering, and asymmetric sentences. Position embedding encodes the position of the word as a feature 

vector. The pre-training task includes masked LM and Next Sentence Prediction. In Masked LM, it 

randomly takes 15% of the token in the training set as the mask target. Within these selected tokens, 

there are 80% of chances that the mask would replace the token, 10% of chances that a random word 

would replace the token, and 10% of chances that the token is unchanged. The transformer encoder 

would not know what words need to be predicted or what words have been changed or masked. Thus, 

the model would learn the token from both directions of the text. Next sentence prediction is used to 

learn the relationship between sentences. All sentences in the training set would be selected, where 50% 

of sentences are the next sentences of a sentence and 50% of sentences are randomly selected. In this 

experiment, BERT first automatically transforms summary into tokens. Then, this work makes slight 

adjustments on epochs and the learning rate. Then, the encoded data is   transformed into vectors, taken 

cls-token in BERT as the representation of summary, and use the attention mechanism of the transformer 

to predict the genre.  

4.3.6.  Accuracy. The percentage of predictions that are correct.  

4.3.7.  F1 score. Measure of accuracy calculated from precision and recall. Precision gives the percent-

age of positive predictions that are correct, and recall measures the proportion of true positive results 

that are identified by the model. F1 takes the harmonic mean of precision and recall.  

5.  Result 

This paper takes 80% of the data for the training set and 20% for the test set to do genre prediction by 

SVM, KNN, DT, and NB. As for predictions including BERT, it takes 90% of data for the training set 

and 10% for the test set because the summaries in the dataset are not very long, BERT needs more data 

to learn the relationship between words and sentences. Since BERT has the highest accuracy score, the 

majority vote would take the predictions of BERT if all models give completely different results. 

Table 2. Result of five method. 

Prediction Ba-

sis 
Model Train% Test% Accuracy% F1 score 

Title SVM 80 20 14.37 0.04 

Author KNN 80 20 34.50 0.13 

Summary 
Decision Tree 

(DT) 
80 20 42.46. 0.32 

Summary 
Naive Bayes 

(NB) 
80 20 40.73 0.39 

Summary BERT 90 10 57.80 0.45 

Summary DT+NB+BERT 90 10 48.45 0.41 

According to table 2, it’s obvious that book genre prediction based on title with SVM model has the 

lowest accuracy and f1 score. This might be because most of the books have very abstract titles; only few 

books like Love Story by Erich Segal have very obvious genre belonging names. Certainly, it is still 

impressive that titles could reach 14.37% accuracy. This might suggest that the titles of certain book 

genres have similar patterns. As for genre prediction based on the author by KNN, the accuracy 34.50% 

is much lower than the result have expected. This might be because most authors write various kinds of 

books, instead of focusing on one genre. Book classification based on Summary generally has higher 

accuracy scores. Decision Tree is slightly better than Naive Bayes, and BERT has the highest accuracy 

overall. This is not unexpected, but this paper does expect BERT to achieve a higher accuracy score. It’s 

believed BERT would behave much better if more data is possessed or 3 or 4 genres are used. Also, it’s 

expected a majority vote over DT, NB and BERT would perform much better. However, the accuracy 
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score is actually near to the average of that of DT, NB and BERT. First of all, the combination does not 

beat BERT alone may suggest that DT and NB cannot be complementary to each other; they do right or 

wrong together for most of the cases. Also, there are 30.75% of the cases where all three models made 

wrong predictions, so a majority vote could not raise the accuracy score either. 

6.  Conclusion  

Books and natural language are closely related. NLP provides efficient and objective methods in the 

processing and understanding of text information. The research direction of natural language processing 

on classification has made rapid progress in the past decades. This paper aims to study the relationship 

between multiple elements in a book and the classification of this book through natural language pro-

cessing. This will help improve the accuracy of book classification and contribute to future predictability. 

In this research, it used five machine learning classification methods to classify and predict different parts 

of the book. This paper uses SVM on the title of the book, KNN on the author of the book, and Decision 

Tree, Naïve Bayes, and BERT on the summary of the book. After comparing the three methods to get the 

classification orientation of the summary, this work reached the most accurate result by combining it with 

the classification orientation of the title and the author. Our results show that different parts in books have 

different levels of categorical characteristics. Our findings suggest that basically book classification based 

on summary has higher accuracy than that of titles and authors. Title has the lowest accuracy score as 

most of the books do not have very obvious names that could suggest the genre. Author also has a rela-

tively low accuracy score as most of the authors could write books of more than one genre. Certainly, as 

for titles and authors, it might use different models to redo and see if it could achieve better performance. 

As for the summary section, BERT achieved the best and the majority vote did not outperform BERT. 

Around 30% of times that all BERT, Decision Tree and Naive Bayes made wrong predictions. This may 

suggest that Decision Tree and Naive Bayes might not be perfect choices for book classification based 

on summaries. In the future, this work might use more advanced models like Gradient Boosting Decision 

Tree (GBDT), where each of the trees could learn the residuals of the conclusions and sums of all the 

previous trees, to do the classification based on summaries. Also, this paper did a single-labeled classifi-

cation, but most of the books belong to more than one genre. Our models might predict right as one of 

the genres the book belongs to, but the prediction just didn’t follow the primary genre. In this case, it 

might use the same models to do multi-labeled classification to compare if it could achieve better results.  
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