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Abstract. There are currently a substantial amount of hotel reservations that are canceled owing 

to customer absence or cancellation. They may cause a great deal of inconvenience for the hotel, 

impair its efficiency or revenue, etc. Through examining a sample dataset about hotel 

reservations from Kaggle, the purpose of this research is to identify some basic information and 

features in this dataset, then describe six machine learning models, including KNN, Random 

Forest (RF), Decision Tree (DT), Logical Regression (LR), SVM and neural network using the 

Python programming language, and train them on this dataset. The next step is to compare results 

to one another. In order to get efficient booking outcomes, it is necessary to select the most 

effective method, which is Random Forest (based on their value of accuracy), to predict the 

future state of hotel reservations, i.e. whether the consumer will confirm or cancel the reservation. 

This study seeks to assist novices in gaining a deeper understanding of large data, the principles 

of some machine learning models, and the capacity to predict data. 

Keywords: Hotel Reservations, KNN, Random Forest, Decision Tree, Logistic Regression, 

SVM, neural network. 

1.  Introduction 

As living standards and quality improve, customers' perceptions of hotel selection will shift. Existing 

research includes, for example, Ximei's design of a hotel reservation management platform and analysis 

of real-time booking data from consumers to increase customer and merchant satisfaction [1], as well as 

the use of the algorithm of collaborative filtering to enhance the effect of hotel personalized 

recommendation [2]. Unfortunately, this does not guarantee that the passengers would not be involved 

in an accident or cancel their hotel arrangement. Sometimes, especially during the height of the tourism 

season, guests are unable to check in normally owing to broken promises or other issues, which reduces 

the hotel's efficiency and revenue. This research focuses mostly on predicting the status of hotel 

reservations rather than making recommendations. 

In this paper, some attributes of the hotel reservations dataset are discovered firstly by using language 

of python and then some machine learning models (KNN, RF, DT, LR, SVM and Neural Network) are 

adopted to train the data of hotel reservations, the accuracy of each model is obtained and compared, 

and the model with the highest accuracy is selected to predict whether customers will cancel or confirm 

the reservation. 

The meanings of this study is not only to find excellent data prediction methods and innovative 

methods for the field, to provide reference for learners committed to data prediction, but also to help 
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hotels more flexibly deal with all kinds of unexpected events in booking, to ensure the interests of the 

hotel, especially during the tourism period, tourists and hotels can achieve a win-win situation. 

2.  Dataset  

2.1.  Dataset information 

The subject of this experiment is an open-source dataset from Kaggle called hotel reservations, this file 

contains the different attributes of customers' reservation details, for instance, average price, lead time. 

A total of 36,275 unique values and 18 characteristic attributes were recorded in this dataset which is 

the type of classification and complete dataset since it has no missing values and classified according to 

the last attribute, “booking_status”. It has two categories in total, including cancel and not cancel, and 

they are compared with predict results as reference. The Table 1 contains some basic statistical 

characteristics in every feature, based on these results, the numerical range of each attribute can be 

gained. 

Table 1. Statistical characteristics in some features. (source:https://www.kaggle.com/datasets/a

hsan81/hotel-reservations-classification-dataset) 

 No_of_adults No_of_children ... Avg_price_per_room No_of_special_requests 

count 36275 36275 ... 36275 36275 

mean 1.844962 0.105279 ... 103.423539 0.619655 

std 0.518715 0.402648 ... 35.089424 0.786236 

min 0.000000 0.000000 ... 0.000000 0.000000 

25% 2.000000 0.000000 ... 80.300000 0.000000 

50% 2.000000 0.000000 ... 99.450000 0.000000 

75% 2.000000 0.000000 ... 120.000000 1.000000 

max 4.000000 10.000000 ... 540.000000 5.000000 

2.2.  Data visualization 

Due to the large number of records and attributes in this dataset, even with some information about 

statistical characteristics, it is difficult to understand the rules between the data. In this case, for 

complicated data, data visualization in the form of charts can help to more intuitively present the rules 

between data and the hidden information from multiple angles. Here are some examples:  

As shown in Figure 1, it gives relevance between each pair of features by using the heatmap which 

is a good way to show how correlated the different attributes are, positive or negative, and how correlated 

(degree) they are as well. 
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Figure 1. Relation for each pair of features. 

KDE is kernel density estimation, which is used to estimate the unknown density function in the 

probability theory. It is one of the non-parametric test methods. The distribution characteristics of the 

data samples can be seen intuitively through the kernel density estimation (figure 2) are some KDE 

figures for each feature in this dataset based on classification attribute index. Based on this type of graph, 

estimates are obtained for each point of the density function that can approximate the distribution of the 

data, thus representing the distribution of the data, which is more intuitive than simple statistical 

characteristics of the data. 

 

Figure 2. Density distribution for all attributes. 

Figure 3 shows the scatter plot between average price and lead time Categorize by reservation status, 

the lead time means the date that a customer books hotel to actual arrive date and it shows the rule that 

with the increase of average price and lead time, travelers are more likely to cancel hotel reservations. 
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Figure 3. Scatter for average price and lead time. 

A series of data visualization technologies are indeed conducive to mining the information and rules 

behind complex data. In order to predict the results of data and discover the information between data 

more fully, some machine learning methods will be used in the next part of this paper to achieve this 

purpose. 

3.  Machine Learning Models  

Before sending data into these models, the dataset was divided into 2 parts, including training set and 

test set with 80% and 20% respectively. 

3.1.  KNN (K-Nearest Neighbor)  

KNN classification method is a successful and simple-to-implement classifier that uses similarity 

measures such as Manhattan distance and Euclidean distance to identify the data types of various 

machine learning datasets [3]. In n-dimensional space, the Euclidean distance corresponds to the length 

of the shortest line. It is a frequently employed definition of distance, which is the actual separation 

between two locations in m-dimensional space. 

 

Figure 4. Example knn classification with two classes a and b [3]. 

As figure 4 shows that KNN aggregates samples of the same category in the feature space and then 

takes the average value of sample output of the nearest K samples as the regression predictive value. 

In order to achieve this model in python, it is divided into 4 main sections: 

(a) The first step is to import the library of “KNeighborsClassifier”. 

(b) Secondly, fit the model by using the training dataset. 

(c) Then, predict test dataset and make comparison. 
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(d) Lastly, calculate the accuracy or draw the confusion matrix. 

  

Figure 5. Result of accuracy for KNN model. Figure 6. Confusion matrix for KNN. 

As the figure 5 and 6 showing that the value of accuracy in the model of KNN is equal to 0.81 on 

this dataset. 

3.2.  RF (Random Forest) 

RF is a machine learning approach to integrate, it adopts the bootstrap aggregated (bagging) and the 

characteristics of randomized to generate a decision tree forest aren't related [4]. The algorithm uses a 

random way to build up decision trees, and then these decision trees formed a forest, each decision tree 

has no correlation, when there is a new sample input, let each tree make an independent judgment, 

according to the majority rule to decide the sample classification results. 

In order to achieve this model in python, it is also divided into 4 main sections: 

(a) The first step is to import the library of “RandomForestClassifier”. 

(b) Secondly, fit the model by using the training dataset. 

(c) Then, predict test dataset and make comparison. 

(d) Lastly is calculate the accuracy or draw the confusion matrix. 

  

Figure 7. Result of accuracy for RF model. Figure 8. Confusion matrix for RF. 

From the result in figure 7 and heatmap of confusion matrix 8, that the value of accuracy in the model 

of Random Forest is equal to 0.90 on this dataset. 
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3.3.  DT (Decision Tree) 

The decision tree is a non-linear structure in which each non-terminal node represents a "split" that is a 

test of a condition and each leaf node includes a decision [5]. The procedure of the decision tree starts 

from the root node of the decision tree, compare the data to be measured with the feature nodes in the 

decision tree, and pick the next comparison branch according to the comparison results until the leaf 

node is the final decision result. Hence, changing segmentation without changing leaf decisions will 

significantly affect performance. In order to achieve this model in python, it is also divided into 4 main 

sections: 

(a) The first step is to import the library of “DecisionTreeClassifier”. 

(b) Secondly, fit the model by using the training dataset. 

(c) Then, predict test dataset and make comparison. 

(d) Lastly is calculate the accuracy or draw the confusion matrix. 

  

Figure 9. Result of accuracy for DT model. Figure 10. Confusion matrix for DT. 

From the result in figure 9 and heatmap of confusion matrix 10, that the value of accuracy in the 

model of Decision Tree is equal to 0.86 on this dataset. 

3.4.  LR (Logistic Regression) 

Many essential business scenarios are ideal for discrete outcome variables, whereas linear regression 

models are superior for continuous outcome variables. Logistic regression works better [6]. Applying 

any input to the interval [0,1] and getting a predicted value in the linear regression, then mapping that 

value to the Sigmoid function, completes the sorting operation by converting value to probability. In 

order to achieve this model in python, it is also divided into 4 main sections: 

(a) The first step is to import the library of “LogisticRegression”. 

(b) Secondly, fit the model by using the training dataset. 

(c) Then, predict test dataset and make comparison. 

(d) Lastly, calculate the accuracy or draw the confusion matrix. 
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Figure 11. Result of accuracy for LR model. Figure 12. Confusion matrix for LR. 

From the result in figure 11 and heatmap of confusion matrix 12, that the value of accuracy in the 

model of Logistic Regression is equal to 0.80 on this dataset. 

3.5.  SVM 

Support vector machine is a supervised machine learning approach for regression and classification 

problems, especially the latter. The coordinates' eigenvalues are shown in n-dimensional space. 

Classifying finds the hyperplane. The core approach converts the low-dimensional input space to high-

dimensional. It separates an inseparable problem. Support vector training makes it memory efficient. 

This approach works well with unknown structures [7]. 

SVM makes instances of various categories separated by as broad an obvious space as feasible, then 

guesses the category based on which side of the interval they land on. SVM finds a hyperplane so distinct 

data categories can fall on both sides. In order to achieve this model in python, it is also divided into 4 

main sections: 

(a) The first step is to import the library of “from sklearn.svm import SVC”. 

(b) Secondly, fit the model by using the training dataset. 

(c) Then, predict test dataset and make comparison. 

(d) Lastly, calculate the accuracy or draw the confusion matrix. 

  

Figure 13. Result of accuracy for SVM model. Figure 14. Confusion matrix for SVM. 

From the result in figure 13 and heatmap of confusion matrix 14, that the value of accuracy in the 

model of SVM is equal to 0.80 on this dataset. 
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3.6.  Neural Network 

Parts of the architecture, such as the convolution network, is not appropriate for scientific computing 

applications. TensorFlow and Keras offer a vast array of capabilities, such as optimization algorithm, 

automatic differential model parameter derivation, and transfer learning [8]. 

Python-based Keras is an advanced neural network API. Keras' fundamental data structure is the 

model, a method for arranging network layers. The Sequential sequential model, which linearly stacks 

numerous network layers, is the simplest model. It permits the development of arbitrary neural network 

diagrams for more complicated structures. 

 

Figure 15. Accuracy and loss for personal Neural Network. 

From the result in figure 15, the accuracy in this neural network constructed by Keras is around 0.80. 

4.  Results and Comparison 

This section will compare the value of accuracy in each machine learning model which was mentioned 

before:  

Table 2. Comparison of accuracy. 

 KNN RF DT LR SVM NN 

Accuracy 0.81 0.90 0.86 0.80 0.80 0.80 

From the results, the model of Random Forest has the highest value in accuracy which is 0.90. In this 

case, this experiment will use RF to predict the hotel booking status, figure 16 is some instances (0 

means not cancel, 1 means cancel). 

 

Figure 16. Comparison between the real situation and the predicted value. 

As showing in figure 17, In order to strengthen the reference of prediction, the importance of each 

feature has been given, among which “lead_time” and “average_price” are the two most important 

features, which are corresponding to the scatter plot of “lead_time” and “average_price” analyzed in the 

second part. As a result, some hotels can pay more attention to these two indicators to improve the 

accuracy of the forecast. 
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Figure 17. The importance of each feature. 

Compared to other algorithms, random forest performs well. Without feature selection, it can handle 

very high-dimensional data. Following training, random forest traits matter. Features influence each 

other during training. RF can balance mistakes in uneven datasets and classification imbalances. With 

RF algorithm, accuracy can be maintained even if a major part of the feature is missing. 

5.  Conclusion 

This study examined a dataset of hotel reservations, and then utilized machine learning models to train 

the data and conduct a comparison, selecting Random Forest (RF) as the best successful model for 

predicting whether the customer will continue to take the room or cancel it, in order to assist hotels in 

achieving effective booking outcomes and in preparing for backup decisions, particularly during busy 

travel periods. 

As shown in Section 4, there are still some prediction errors for future work. Therefore, this research 

will continue to learn more models and improve the neural network that was designed by hand, and then 

apply them to this type of dataset for training, in order to optimize the prediction results, allowing the 

hotel to process reservations with greater flexibility. 
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