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Abstract. With the fast advance of the Internet and the continuous improvement of computer 

technology, speech recognition has been applied in many fields, and speech recognition has 

broad prospects for development. Music and audio classification technology can add category 

labels to music based on music content, which is of great significance in the research and 

application of efficient organization, retrieval and recommendation of music resources. In 

order to efficiently classify audio from massive online music data and help users to obtain the 

most suitable music style, a deep learning classification algorithm based on convolutional 

neural network (CNN) is proposed. To examine its effectiveness, it is compared with 

traditional machine learning algorithm. First, the original music data set was preprocessed and 

then feature extraction was carried out to obtain music features and transform them into 

spectral maps. Traditional machine learning model and deep learning component model were 

used for simulation experiments. The testing accuracy of the deep learning model is up to 92%, 

verifying the model's superiority. 
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1.  Introduction 

With the advent of the digital age, multimedia information technology has progressively penetrated 

into every aspect of people's life. Image, audio, and video gradually become the main forms of 

multimedia digital information. Among them, the digital music resources show an explosive growth. 

Massive music resources stimulate music users to produce different music retrievals. Therefore, how 

to quickly find the favorite music types from the massive digital music resources is the research focus 

in the field of music retrieval. During retrieval, people classify different music by distinguishing the 

unique musical characteristics of different music. Music genre is an important label to describe the 

characteristics of music. No matter what genre, the tone, harmony, frequency and other characteristics 

of music are extremely varied, while different users have different love degree for various genres of 

music. Therefore, people choose to classify music from the perspective of musical genre. 
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Early musical classifications were made through professionals’ listening and annotating [1]. Later 

music classification was done by manually extracting features and then using machine learning 

methods [2]. However, these methods have great defects. First, if people just manually extract the 

features or classify them, it is difficult to guarantee the validity and accuracy of the result. Second, 

traditional machine learning methods are unable to process large-scale data and perform poorly on 

classification problems. But nowadays, the update speed of music resources far exceeds the 

classification speed of traditional music classification methods. Therefore, the current popular method 

is the deep learning methods. Deep learning methods can enhance the performance of music genre 

classification. However, the computational consumption of it is high, and the model design is also 

complex. So, it needs to be further combined with music information to improve the overall 

performance of classification. 

Audio classification tasks need to be applied to multiple disciplines, such as voice signal 

processing, probability, artificial intelligence, statistics, etc. In recent years, the research on audio 

classification and identification has made long-term development and new breakthroughs, but the 

focus of the research has always been around the extraction of more effective audio features and the 

exploration of more appropriate classification model. 

Since the 1990s, people began to use music classifiers for classification, such as the famous Music 

Genome Project, where a group of musicians and loving technicians got together to divide each piece 

of music into many factors, called "genes", and used these factors to recommend favorite music to 

users. Matityaho B et al use fast Fourier and log transformation to extract music frequency features, 

and use multi-layer neural network as a decision system to classify classical and pop music [3]. Jiang 

DN et al proposed using spectral divergence as a musical feature and a relative spectral distribution 

rather than the average spectral envelope, which is more suitable for extracting musical features [4]. 

The researchers found that the spectrum map of music data can effectively depict musical 

characteristics, and the spectrum map can well depict the frequency and time of music. Later, people 

began to use the ideas of neural networks to study musical classification. Costa Y et al. used the 

spectrum map and found that the local binary mode (LBP) is better applied to music classification [5]. 

Sarkar R et al. used empirical pattern decomposition (EMD) to extract the features of music 

information and classify it using a multi-layer perceptron network [6]. Cahyani D E et al. used the 

principal component analysis method (PCA), using K proximity, Bayesian network and sequence 

minimum optimization algorithm [7].  

2.  Method 

2.1.  Dataset 

The famous GITZAN datasets are used in the case study. There are ten genres, including disco, 

hip-hop, pop, classical, country, rock, blues, jazz, reggae, and metal, each kind has one hundred sound 

clips each are included in the data collection, which has 1,000 recordings averaging 30 seconds. 

Before training the classification model, the raw data in the audio sample is converted into a more 

meaningful representation, and the audio footage is transformed from.au format to.wav so that it can 

be read by the python waveform function. 

2.2.  Mel-frequency cepstral coefficients 

In Figure1, the spectrum is drawn over time to depict different types of musical frequencies. The most 

used in music classification research is the Mel-frequency cepstral coefficients (MFCC). For human, 

there are different sensitivity to different sound waves, where 200~5000 Hz is the most sensitive 

frequencies. However, the perception of sound waves of other frequencies is weaker, so people use 

mathematical models to simulate this unique physiological structure. The spectrum shows that the 

characteristics of music of different genres vary with time changing, which is used as the basis for 

classification. 
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Figure 1. Frequency demonstration of different music genres. 

2.3.  Machine learning models 

2.3.1 Naïve Bayes. It is an effective algorithm, based on Bayes theorem and independent assumption 

of characteristic conditions [8]. Bayes theorem is shown in (1): 

 

𝑃(𝐴𝑖|𝐵)  =  
𝑃(𝐵|𝐴𝑖)𝑃(𝐴𝑖)

∑ 𝑃(𝐵|𝐴𝑗)𝑃(𝐴𝑗)𝑗

                         (1) 

 

where, 𝑃(𝐴𝑖)  denotes prior probability and 𝑃(𝐵|𝐴𝑖)  denotes conditional probability. Naive 

Bayes model estimates conditional and prior probability under the premise of independent 

characteristic conditions. And then the model according to the conditional and prior probability to 

calculate the posterior probability of new samples. In reality, however, the characteristic conditions are 

not always independent. The false premise thus leads to misclassification. 

2.3.2 K Nearest Neighbors. KNN uses supervised learning to classify new instances based on the 

nearby training examples that are already present in the latent space. The principle of it is to take the 

distance of the data point and categories of its K neighbors. Prediction points are classified into the 

class with the minimum distance. 

The major aspects influencing the classification effect of KNN model are the value of K and the 

calculation method of distance. The result will affected by the noise if K is too small, and the 

approximation inaccuracy of the model will rise if K is too large [9]. In addition, the distance measure 

directly determines the classification results. The commonly used distance measures are Euclidean 

metric, Manhattan distance and Mahalanobis distance [10].  

Formulas of distance measurement is as follows: 

 

𝑑1 = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1                                 (2) 

𝑑2 = |𝑥𝑖 − 𝑥𝑗|  + |𝑦𝑖 − 𝑦𝑗|                                (3) 

𝑑3 = √(𝑋 − 𝜇)𝑇𝑆−1(𝑋 − 𝜇)                              (4) 

 

where, 𝑑1  represents Euclidean Metric, 𝑑2  represents Manhattan distance and 𝑑3  represents 

Mahalanobis distance. 

The value of k in this experiment is 3, and Euclidean Metric is chosen as the distance formula. 
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2.3.3 Decision tree. The model determines the likelihood that the predicted value of net present value 

is greater than or equal to zero, based on the known occurrence probabilities of various events. 

This tree-like structure’s basic morphology is shown in: 

 

Figure 2. Structural demonstration of decision tree. 

Here, a circle denotes a chance node, a square represents a decision node, and a triangle is an end 

node (leaf node). 

Each classification starts from the root node to test the feature of the predicted points. According to 

the test result, the predicted point is assigned to its child nodes, where each child node corresponds to 

a value of the feature. Such a recursive testing instance and assign, until it reaches the leaf nodes. 

Finally, the predicted points are classified into the class of the leaf nodes. 

2.3.4 Random forest. It is to train multiple decision tree models, and use the classification results of 

multiple trees to integrate the judgment to give the final result. This model reflects the idea of 

ensemble learning [10]. Experiments have shown that the depth of the forest affects the classification 

results. In this experiment, the depth value is 20. 

2.3.5 Support vector machine. SVM is a binary classifier grounded on supervised learning, which can 

be estimated by constructing kernel function. The basic principle of SVM is to establish an optimal 

decision-making hyperplane  𝑤𝑇𝑥 + 𝑏 = 0  to separate samples of two categories, thereby 

maximizing the distance between samples closest to the hyperplane and thereby improving the 

generalization ability of a classification model [10]. 

In order to achieve the multi-class classification, the multi-class classification strategy used in this 

experiment is OVR (One Vs Rest). 

2.3.6 Logistic regression. The core idea of logistic regression is to fit a logical function to predict the 

probability of an event, sigmoid function is generally used as the prediction function [11]. 

2.3.7 Deep learning models. The neural network data set is composed of abundant synapse 

configurations [12]. With reference to the MLP-like architecture, Fully Connected Neural Network 

can be divided into input layer, hidden layer with the ReLU activation function, and output layer with 

the Softmax. Neurons of each layer of the fully connected neural network are connected to each other. 

Its basic morphology is shown in Figure 3 a). Here, 4 network layers are constructed in this 

experiment. Moreover, to avoid over-fitting, each layer needs dropout. The rendering of the dropout is 

shown in Figure 3 b). 
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Figure 3. Demonstration of fully connected layer and dropout. 

In this experiment, each layer uses 20% dropout. To train the model, the experiment chooses the 

Adam optimizer and sets the epoch to 60.Moreover, the sparse_categorical_crossentropy function is 

leveraged to estimate the loss. 

3.  Result 

Comparing the accuracy of each model is presented in Table 1. The training progress is demonstrated 

in Figure 4. The result demonstrates that the classification accuracy of these 7 classification models is 

above 50% in this data set. Among these, FCNN's classification was the best, with the accuracy of 

91.6% in this data set. Secondly are KNN, Random Forest and SVM. The accuracy of them 

respectively is 90.5%, 87.4% and 86.0% 

 

Figure 4. Loss curve and accuracy during training. 

 

Table 1. Result of different models. 

Classification Models Accuracy Precision Recall F1 

Naive Bayes 51.4% 52.1% 51.6% 49.9% 

KNN 90.5% 90.6% 90.4% 90.5% 

Decision Trees 63.0% 63.7% 63.1% 63.3% 

Random Forest 87.4% 87.4% 87.4% 87.3% 

SVM 84.8% 84.9% 84.9% 84.8% 

Logistic Regression 72.6% 72.7% 72.8% 72.7% 

FCNN 91.6%    
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4.  Discussion 

This experiment trained the classification model for music genre recognition leveraging six 

conventional algorithms plus a fundamental deep learning technique. The outcomes of the experiment 

demonstrate that the deep learning model performs more accurately in this classification issue. There 

are some plausible explanations based on prior research. Firstly, the deep learning model's network 

topology exhibits high non-linearity, enabling the fitting of complex functions as well as the ability to 

thoroughly abstract the features without overfitting. Secondly, the multi-level structure created by the 

deep learning model learns more valuable features during the layer-by-step feature transformation 

process, improving the accuracy of the classification results [13]. 

Despite the fact that the deep learning model in this experiment has a better classification effect 

compared to the traditional machine learning model, it still has some limitations. Compared with other 

deep learning algorithms, the number of Fully Connected Neural Network layers is low in this 

experiment, and each layer adopts a fully-connected layer. To ensure that, while completing the 

feature extraction, the tested target is not submerged in any other unnecessary background. Using 

10-fold cross validation is likely to achieve a better classification effect (93.12%) [14]. 

At present, the classification of music genres is more accurate, but there is room for improvement. 

Future work can further improve the deep learning algorithm to improve the performance. The 

classification results can create better commercial value by more accurately analyzing user preferences 

and predicting trends in music popularity [15]. 

5.  Conclusion 

In this paper, Naive Bayes, K Nearest Neighbors, DecisionTrees, Random Forest, Support Vector 

Machines, Logistic Regression, Fully Connected Neural Network and deep learning algorithm are 

used to conduct music type classification experiment of audio data model. By comparing experimental 

results, the deep learning model reaches the highest accuracy of 92%. In general, the deep learning 

model achieves a good classification of audio types. Audio classification technology based on machine 

learning has very important research significance in daily life, and has broad application prospects in 

the future. This paper can also try to learn the original audio signal of music directly, and try to 

consider the original musical audio signal as the gateway to the network to extract the music features, 

in such a way as to avoid the loss of musical data during the conversion of the sound spectrum. 
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