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Abstract. Skin diseases are a growing threat to humans. They can cause severe damage to the 

skin. The damage to the skin sometimes can lead the patient to have a loss of confidence and 

depression. By using emerging technologies like deep learning, we can identify skin diseases 

and treat them effectively. These computer-powered techniques can detect skin diseases without 

any help from a professional. People can have a user-friendly experience if some effort is put 

into the interface. This can help people identify the disease in its early stages instead of just 

ignoring it as an allergy. This will help people avoid suffering from the severe consequences of 

the diseases. By using these technologies, we can accurately find the disease in the patient. By 

using deep learning algorithms like those at CNN, we can make things simpler and less time-

consuming. By using advanced models like Inception Net and ResNet and optimizing the model's 

hyperparameters like learning rate, optimizers, etc., the model can give high performance and 

accuracy. The model can be trained to give accurate results even if the images used in the training 

dataset and the image given by the patient are of low quality. We propose a dual-input CNN 

model to identify skin diseases. We use a modified VGG-19 neural network with dual input 

blocks and batch normalization to classify the diseases. The model outperforms the original 

VGG19 by about 5 percent. The original model, trained from scratch, was also modified to have 

batch normalization. The models did not learn, and the accuracy did not increase without batch 

normalization. The models were trained for 150 epochs. Both were trained under the same 

parameters and methods. The dual input model yields about 94%, while the original VGG19 

architecture trained from scratch gives about 89%. The models were trained on P100 GPU are 

available in Kaggle. The model is implemented on hardware that can give results without any 

delay to the patient. 
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1.  Introduction 

Skin diseases are diseases that affect the skin of a person. Many types of skin diseases affect humans. 

Many of them can cause more than just damage to the person's skin. Many of them can cause more than 

just damage to the person's skin. They can sometimes kill someone if the disease is ignored or untreated. 

In America, one in four people is affected by these diseases. Not only in America, but people all over 
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the world are affected. Many people ignore the early symptoms of these diseases and think they are just 

allergies or that they will go away on their own. If these people don't get treated, at least some of them 

will get to the severe stage of the disease due to ignorance and a lack of medical assistance. To prevent 

these kinds of situations and possibly avoid the death of a person, technologies like machine learning 

can be used to reduce the number of patients with severe cases significantly.The sub-branch of machine 

learning called "deep learning" uses images to perform the tasks of classification, segmentation, etc. A 

single photo of a diseased area of a person can be used to detect skin disease. It can even accurately 

identify which disease has affected the person. One of the algorithms used in deep learning is called a 

"convolutional neural network," which is the algorithm used in this paper.CNN has a lot of architectures, 

like ResNet, Inception Net, Xception, etc. They can perform better if we use custom loss functions, 

optimization, hyperparameter tuning, etc [3,11,13].  

Usually, the standard architectures in deep learning like VGG nets, ResNet (residual networks), 

Inception nets, etc. use a single input for the classification. By using two input blocks for feature 

extraction and adding the output of these two input blocks, we can get better feature extraction than with 

the original single-input network. In this paper, we have demonstrated the architecture using a modified 

VGG-19 network to have dual input and batch normalization. The basic idea is that by giving the same 

image to the 2-input block of the model, we can achieve better accuracy than the original methods. The 

input blocks do not depend on each other and extract features independently, and by adding the outputs 

of these 2 blocks, we can have a better feature extraction than the single input models. This, in turn, can 

increase the accuracy of the model and its performance. 

2.  Theory and method    

2.1.  Relatedwork 

Many works in deep learning and skin disease classification are helpful to our work. The models trained 

with the help of the GPUs are extremely useful for disease classification. They can achieve higher 

accuracy than humans. This is extremely important because it can help make a better analysis of the 

patient. Recently, Belal Ahmad et al. [3] have used Resnet 152 and Inception Resnet-V2 with triplet loss 

functions. Using the triplet loss function has achieved better results than Resnet 152 and Inception 

Resnet-V2 without the triplet loss function. This shows that by adding to or improving the existing 

architectures and tuning the hyperparameters, we can achieve better results than the original or previous 

ones. Sung-Hyun Yoon et al. [5] have shown that we can extract more features and accuracy by using 

dual inputs instead of a single input. We are hoping to achieve better accuracy by adding batch 

normalization to the neural network. Seunghyeok back et al. [2] models to recognize the condition 

Herpes zostera, a prevalent cutaneous illness that affects one in five individuals, even in low-quality 

images. This is practical in real life; for example, in their case, they have trained it for a mobile app that 

identifies the disease. People in real life may not upload a good quality image due to some reasons. So, 

the model must perform well even in those conditions.Sergey Ioffe et al. [1] in their paper introduced 

the batch normalization layer. The batch normalization layer increases the performance, and the model 

learns features more accurately. The batch normalization is a layer that decreases the internal covariance 

shift, which is helpful in model training and classification. Using the batch normalization layer in the 

model is a good approach. The layer is used in ResNet, inception, and xception the layer solves the 

problem of accuracy and loss staying at the same percentage over and over after many epochs. It helps 

solve the problem as it helps the model grasp the hard-to-learn features and gives a good result. 

2.2.  Dataset 

The Dataset for training the model is from Shubham Goel and Bill Hall in Kaggle. The dataset includes 

23 types of diseases, including exanthems and drug eruptions. Other diseases in the dataset include 

actinic keratosis basal cell carcinoma and other malignant lesions, atopic dermatitis, bullous disease, 

cellulitis impetigo, and other bacterial infections. There are 4002 testing pictures and 15557 training 

images in the collection. The collection includes 19559 pictures overall for 23 classes. The dataset's 

Proceedings of the 2023 International Conference on Software Engineering and Machine Learning
DOI: 10.54254/2755-2721/8/20230228

783



entire picture library was downloaded from the dermnet website. The three bands of the pictures are 

RGB, and they are in JPEG format. Although there are variations in the picture resolutions, they are not 

generally high-resolution photos. The dataset is imbalanced because in some classes there are over 1000 

images and in some classes have about 400 and it had a forest image in the dataset. Before using the 

dataset, measures to balance the images must be taken. Overall, the dataset is good, but it lacks the 

balance of data that is essential for model training.[2] & [7] 

 

 

Figure 1. Sample images from the Dataset. 

2.3.  Batch normalization 

In their 2015 article, Sergey Ioffe et al. [1] proposed batch normalization. The group normalization 

reduces the output of the preceding layer to have a mean and variation of 0 and 1, respectively. Since it 

normalizes the numbers in the present batch, the layer is referred to as "Batch Normalization".The batch 

normalizing layer improves the applicability of the model and reduces the internal correlation shift. It 

decreases the internal correlation shift by aligning the distribution of the layer sources. 

 

 

(a)Without Batch                                  (b)With Batch 

Normalization Layer                           Normalization layer 

Figure 2. Placing the Batch Normalization layer in the model. 
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It is done by subtracting the one batch's mean and dividing it by the one batch's standard deviation. 

By using batch normalization, As the layer takes care of the vanishing gradient issue, we can set high 

learning rates. The disappearing gradient issue is fixed by the layer.  Each layer's input is noisier after 

the Batch Normalization layer. As a result, the overfitting issue is also resolved. Between the 

convolution layer and the activation layer comes the batch normalization layer. The location of the Batch 

Normalization layer is depicted in Figure 2. 

2.4.  Architecture 

Initially, we used the original VGG-19 model without batch normalization for training. But despite 

running several hours and epochs, the accuracy was stuck at the same percentage. So, we added the 

batch normalization layer to the model. Both the single- and dual-input VGG19 models have a batch 

normalization layer. After adding the layer, the model started to learn the features well and increased its 

accuracy. We tested the VGG19 model without the Batch Normalization layer and saw the same results 

again and again after testing a few times.To increase the features that are learned by the neural network, 

we have used dual input block in VGG19 along with batch normalization.  

We give the same image to the two input blocks, and by adding the result before making a prediction, 

the number of features learned can be increased, which can lead to better performance and accuracy of 

the model.Both dual input blocks of the model have the same layers as the VGG19 model. The layers 

after input layer and before flatten layer are used in the Input blocks. It is like the Ensemble learning 

where different models are trained with the same dataset and all their predictions are combined to give 

a higher accurate ensemble model. The model is like random forest which is an ensemble model of 

decision trees. But the difference in our model is that we are using the model to more features than the 

original model not to combine the prediction to give a combined ensemble model with 

higher accuracy.We use an "add" layer instead of a "concatenate" layer. So, the image features obtained 

are not stacked side by instead added into a better feature map of the image. Also, by including batch 

normalization layers in the model, the accuracy can be further increased. The Batch Normalization layers 

are used in models like ResNet, etc., enhancing the model's functionality and producing a model with 

greater precision. The architecture is shown in Figure 3. 

 

 

Figure 3. Model Architecture. 

 

The model has been trained with the same image on both input blocks. So instead of using two input 

layers to get the input image, a single input layer is used. Since the image given to both inputs is the 

same, it creates extra complexity to have two input layers to get the input image, so a single input layer 

is used. Since the image given to both inputs is the same, having two input layers creates extra 

complexity. The output of the single input layer is given to both input blocks. If we use two input layers, 

then we must make changes to the pre-processing functions, like the image data generator. The model 

was first used with two input layers. We created a function to use the image data generator to give two 

inputs to the model.Despite the length of time needed to train the model, it was successful. A step of an 

epoch was completed by the model in around 28 seconds. The dataset had about 20,000 images, so it 

was not an efficient way to train, and with many images, the training time increases. By using the image 

data generator, good and accurate results can be obtained, but it increases the training time. So, using 
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our modified image data generator function was not possible and would not be a good solution. A simple 

solution we found was to implement the model with a single input layer. This allowed us to use the 

image data generator function without any prior modifications. The new model resulted in less training 

time than the previous model.There is one input layer, and its output is fed forward into the dual input 

blocks based on the VGG-19 architecture. They both have the same layers and activation or they are 

mirror images of each other. Then their output is added together and given to the flatten, dropout, and 

dense layers for prediction. 

2.5.  Training and results 

Each model completed 150 epochs of training. The models were developed using P100 Processors 

found in Kaggle. The training dataset was also obtained from Kaggle. In terms of loss and model 

precision, the dual input block model outperforms the VGG19 model. The figures below show the loss 

and accuracy. In comparison to the initial VGG19 model, the model is learning more characteristics. 

The original model has 89% accuracy, while the dual-input model has 94%. which is 5% higher than 

the original VGG19 architecture. Both models were trained from scratch. The comparison of the 

accuracy between the original is shown in figure 5 below. 

 
 

In figures 4&5 the X axis is the no of epochs We trained, and the accuracy is shown on the Y axis in 

Figure 4. The loss of the model is seen on the y-axis of Figure 4. The original VGG19 model's accuracy 

and loss are shown by the blue line, while the dual input block model's accuracy and loss are represented 

by the orange line. A planner for the learning rate was used to teach the models. The learning rate would 

be reduced by multiplying the current rate by the 0.98 decay rate. The learning rate would decrease 

every 10 epochs by multiplying by the decay rate. Figure 6 shows the learning rate decreasing over 

epochs. Both models were set and trained with the same decay rate. As a result, both models experience 

the same decrease in learning rate. The learning rate starts at 2E-04 and eventually drops to 0.00014. 

Figure 4. Accuracy comparison.                              Figure 5. Loss comparison. 

Proceedings of the 2023 International Conference on Software Engineering and Machine Learning
DOI: 10.54254/2755-2721/8/20230228

786



 

Figure 6. Learning rate decay. 

3.  Conclusion 

This paper proposes a modified VGG-19 model with batch normalization for high feature extraction and 

improved accuracy. Any other models, like ResNet, etc., can be modified to have the same dual input 

structure for feature extraction. Further, this model can also be trained to use two images instead of one 

by using two input layers. If the model gets two inputs instead of one, this approach can be used. This 

can be done by using a concatenate layer instead of adding a layer. So, the features do not confuse the 

model by being added to one. The concatenate layer will stack both image features side by side. The 

model can then provide an accurate prediction of the diseases. The dual input block model performs 

well in predicting the 23 classes of the dataset.It initially struggles to distinguish the characteristics in 

the illness pictures. However, the algorithm was able to pick up on the characteristics of the pictures 

because of batch normalization. Additionally, by combining the two outcomes of the dual-input model's 

input components, better features are obtained than in the original single-input VGG19 model. The 

original VGG19 model achieved 89% accuracy, while the dual input block model got 94% accuracy. 

The loss of the dual input block model is also significantly lower than that of the original VGG19 model. 

A learning rate scheduler is also used in this model to allow the model to learn slowly as the training 

goes on. The model's learning rate is reduced every epoch for better learning of features. By adding 

more convolutional layers, the model can learn even more features than the one proposed in this paper. 

More layers can be added, and by tuning the hyperparameters of the model, the accuracy can be further 

increased. And we can even use a triple-input block model, which will perform even better than the 

dual-input block model. 
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