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Abstract.Many deep learning models have achieved remarkable results in many areas, such as
image classification and image generation. At the same time, with the increasing attention
given to the digitization of ancient manuscripts, ancient character recognition has become one
of the most fascinating research areas. In this article, we try some CNNs such as ResNet, VGG,
AlexNet or simply CNN on the dataset named Oracle-MNIST, an open ancient character
dataset. In addition, to improve the accuracy of the models, ensemble learning is also adopted.
Compared with the accuracy, the number of model parameters and running time, it was found
that one simple CNN model trained as a snapshot performed best, and the recognition accuracy
rate reached 97.009%.
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1. Introduction
The great evolution of artificial intelligence in the past decade has been attributed to the popularity of
emerging information technologies such as big data and cloud computing and the enhancement of
hardware devices that allow it to run on graphics processors rather than CPUs, which run far more
efficiently than before. At the same time, with the release of policies such as “U.S. Department of
Defense Artificial Intelligence Strategy Summary 2018 - Using Artificial Intelligence for Security and
Prosperity” and “China's Guidance of the State Council on Actively Promoting ‘Internet+’ Actions”,
etc., are extremely powerful in attracting talent and outstanding companies to participate in AI
research and development. Now, the cell phone's face recognition, intelligent recognition and other
functions are the symbols of artificial intelligence’s lightweight applications and great success.

Computer vision is a popular area of artificial intelligence, and its development mainly has the
following stages. In the 1950s, the discovery of the structure of the visual function column laid the
foundation for computer vision. The image scanner transflows the real image into a numerical type,
which makes the computer able to analyze images. In the 1960s, Lawrence Roberts, "machine
perception of three-dimensional solids", after which two-dimensional images can also describe three-
dimensional objects. In the 1970s, computer vision’s theoretical framework was initially established,
and MIT opened related courses. In the 1980s, computer vision was first applied, and the prototype of
the neural network was born [1]. In the 1990s, CS research focus shifted to image recognition. In the
early 21st century, image feature engineering and high-quality datasets with labeling were born, and
the concept of deep pervasive networks was proposed. From 2010 to the present, deep convolution has
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been in full bloom, and networks such as ResNet [2] and GAN [3] have been proposed one after
another. These models have been successfully applied in many domains, e.g., the traffic domain [4, 5]
and the financial domain [6]. Along with the rapid development of computer vision, some of the
problems are gradually exposed. Deep neural networks effectively improve the prediction accuracy,
while the extremely high requirements for data with effective labeling make its training costs rise. The
real situation is variable, and there may be noise interference such as light, angle, and distortion [7, 8].
As the number of parameters increases, the computing time also increases, which means more
computing power is needed.

Although computer vision faces the above problems, its development is still rapid and is widely
used in image generation and classification. For example, OpenAI has achieved great success in
generating images, and deep neural networks are used for the transcription of Spanish historical
handwritten documents [9]. With the accelerating improvement of computer vision, the archaeological
industry and related literary creators can apply it in the areas of artifact identification, restoration and
antique style creation.

In this paper, we use an open ancient handwritten recognition dataset Oracle-MNIST [10], try a
series of CNNs such as ResNet, VGG [11], ViT [12], AlexNet, EfficientNet and many other deep
learning models, and experience such as voting, bagging [13], snapshot and other ensemble learning
methods [14]. Considering the parameters, running time and the most important target—accuracy—it
is found that the simple CNN model trained as a snapshot performs best, which is better than the
ResNet model with a snapshot, and the accuracy of recognition reaches 97.007%, even if it is not as
well as voting’s accuracy of approximately 97.110%, but it only costs 112.644 seconds, while the
latter costs 1013.048 seconds.

The arrangement of this paper is as follows. Section 2 discusses the related work. Section 3
introduces the datasets. Section 4 describes the methods and models. Section 5 shows the setting and
results of the experiments. In Section 6, we will conclude and come up with some ideas that may help
enhance the accuracy.

2. Related works
In this article, we mainly use the CNN model, which has been proven effective for handwritten
characters recognition [15-17]. Therefore, it is meaningful to briefly explain its development and basic
principles before launching. In 1998, as a pioneer, LeNet was created; it has a seven-layer network
structure and uses tanh as its activation function. After that, CNN was dormant for a decade because of
its excessive demand for computing power until the emergence of AlexNet, which won the
imageNet2012 championship in one fell swoop. On the basis of summarizing the experience of
predecessors, it reused ReLu as the activation function and proposed the dropout layer to prevent
overfitting. Subsequently, VGG deepened the number of layers on the basis of AlexNet and
demonstrated the use of convolution kernels (mainly 3 * 3) to increase the depth of the network and
the accuracy of the model. There is a positive correlation, which has also been widely used for feature
extraction. ResNet in 2015 pioneered the residual module to solve the degradation problem in the
process of increasing network depth. Later, DenseNet used dense connections to alleviate the problem
of gradient disappearance while strengthening feature propagation, encouraging feature reuse, and
greatly reducing the number of parameters. Vision Transformer, proposed by the Google team in 2020,
is based on the self-attention mechanism. Inspired by Transformer in NLP, the image is divided into
patches, and the linear embedding sequence of these image patches is used as the input of Transformer.
As a new work of 22 years, Vision GNN has skillfully applied graph neural networks to image
classification and achieved excellent results.

With the continuous improvement and expansion of CNNs, their accuracy has increased. For
example, the accuracy of the heterogeneous ensemble with a simple CNN reached 99.91% on the
classical dataset MNIST. At present, CNNs have been used for tomato disease detection [18] and
classification, mechanical fault detection, and protection of vehicle network standard CAN, which
proves the success of CNNs. The exploration of historical handwritten documents explored in this
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paper is also based on CNN and has achieved satisfactory accuracy. All of these factors make the
CNN a mature model.

As an ancient civilization, there were oracle bone inscriptions in China as early as three thousand
years ago [19]. The Chinese history and cultural heritage contained in oracle bone inscriptions have
attracted many scholars to further study it, which has become a major research hotspot in the field of
history and culture.

Figure 1. Oracle characters are the oldest hieroglyphs in China.
We encounter several major difficulties in the application of oracle bone inscription recognition,

which has a negative impact on accuracy. 1 The physical conditions of oracle bone inscriptions, most
of which are bones or stones, show different types of degradation after thousands of years, such as
weathering, fading, stains, shadows and poor contrast in the writing part, and because it is scanned
from the surface of real oracle bone inscriptions, it has unique noise. 2 The number of samples in each
character may vary greatly from each other (data imbalance), forcing the robustness of the selected
model to be high. 3 The words that may exist in ancient historical texts are not included in the current
dictionary library. 4 The handwriting style of ancient Chinese characters is so changeable that even
humans may make a mistake.

3. Description of the Dataset
The Oracle-MNIST dataset contains 30,222 oracle character images, 10 categories in total. All of
these data come from the YinQiwenyuan1 website. These oracle bone inscriptions are scanned from
the surface of the real oracle bone inscriptions, which are as difficult as the above ancient character
recognition and have large noise. To facilitate the experiment, the image did not take enhancement
measures. The raw data are shown in Table 2. As we can see, the same word has different types and
writing styles.

1 YinQiwenyuan (http://jgw.aynu.edu.cn/ajaxpage/home2.0) is a website, which contains a number of oracle-
bone image.
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4. Models and methods
In the experiments, we intend to focus on the following models: ResNet and two simple CNNs defined
in the paper, which are named M3 and Com2 [20].

The residual block in ResNet adopts two layers of convolution layer and standard layer of 3 * 3
convolution kernel. If the step size is 1, the 1*1 convolution kernel is used for downsampling. Its
network structure takes a 3*3 convolution kernel to convolute after two-dimensional batch processing
and ReLU activation and window for (2,2) maximum pooling, using 8 residual blocks and putting the
result into average pooling. The final layer is the full connection layer, and then the predicted label
will be made.

M3 consists of ten convolutional layers and one fully connected layer. First, the input is taken as
input x for (x-0.5) * 2. In each convolution layer, two-dimensional convolution and two-dimensional
batch normalization are performed, and then ReLU activation is applied. In this experiment, it is found
that the experimental effect is better when the convolution kernel is 3, so the convolution kernel is 3*3.
The fully connected layer uses 1D batch processing for full connection and does not use dropout. In
this experiment, M5 and M7 with similar structures but different convolution kernels are adopted. The

Table 1. Class labels, example images and the number of training images in the Oracle-MNIST
dataset.

Label Description Examples
0 big大

(2433)

1 sun日
(2765)

2 moon月
(2668)

3 cattle牛
(2614)

4 next翌
(2610)

5 field田
(2328)

6 not勿
(2710)

7 arrow矢
(2360)

8 time巳
(3335)

9 wood木
(3399)
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essential difference between M5 and M7 is that the different sizes of the convolution kernel make the
reduction of each convolution feature map different, so that the number of convolution layers is
different.

Com2 is similar to the above model. But it uses a fixed 5 * 5 convolution kernel. After the two-
dimensional convolution is performed and the window is filled with a window that has a size of 2, turn
the result into the maximum pooling of the window, after which each feature mapping becomes the
original 1/2. After 4 convolution layers, the matrix is changed from [0,1,2,3] to [0,2,3,1], that is, the
number of image features is moved forward. The difference between Com1 and Com3 is the number
of convolution layers.

Figure 2. Network models used for Oracle-MNIST.
This experiment found that voting, bagging and snapshot can effectively improve the accuracy of

the model. The following is a brief description of the three ensemble learning methods.
Voting can be divided into two categories: hard voting and soft voting. The hard voting uses the

classification of each model and the class with the maximum value as the output, while the soft voting
outputs the class output probability and the class with the maximum value through each model.

The full name of bagging is bootstrap aggregating. For a given training sample, the training sample
is extracted from the training sample in each round by means of put-back sampling. The sample set is
obtained by repeated sampling, and the sample sets are independent of each other. Voting is performed
after model prediction based on each sample set.

Snapshot, using SGDR as its learning strategy. The SGDR strategy is divided into two parts. First,
the learning rate is reduced from the maximum to the minimum according to cosine annealing
(CosineAnnealing) and then reset to the maximum. The model converges to the local optimum when
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each cosine annealing is completed, so that the rest of the local optimum can be found after the reset,
so that a weak model can be obtained after each training. A snapshot in the training process can
greatly reduce the running time.

5. Discussion
In this experiment, the training set contains 27222 images, and the testing set contains 3000 images.
The proportion of the total image divided into training and testing is approximately 9: 1. It is proposed
to take accuracy as the main evaluation index and consider the number of model parameters and model
running time at the same time. The programming language is Python, using some designed packages
such as torch, torchensemble, numpy, and timm. The computer configuration is 11800 h + 3070 laptop,
and all of the experiments are based on CUDA. The following experiments use the Adam optimizer.

Table 2. Training data and test data.

name description images size
train-images-idx3-ubyte.gz Training set images 27222 12.4MB
train-labels-idx1-ubyte.gz Training set labels 27222 13.7KB
t10k-images-idx3-ubyte.gz Test set images 3000 1.4MB
t10k-labels-idx1-ubyte.gz Test set labels 3000 1.6KB

To compare fairly, the following results are computed on the same computer, every time having the
same training data and test date, and the number of epochs is 15 if there is no mention. After one
training, we will empty the CUDA memory.

Table 3. The results of some models without ensemble learning.
epoch Net1 Net2 Net3 Com1 Com2 Com3 M3 M5 M7
1 87.5 86.4 84.9 85.45 86.257 88.474 86.122 86.458 84.173
2 89.8 91 88 88.743 88.306 91.297 92.137 90.927 89.147
3 92.3 91.9 89.6 91.734 90.894 94.624 91.196 92.675 91.431
4 92.6 92.3 89.9 91.364 90.155 93.716 92.272 92.406 89.617
5 92.5 93.1 90.9 90.39 90.591 92.708 92.809 92.641 88.474
6 92.3 93.4 90.7 91.667 89.919 94.422 92.473 93.649 91.801
7 92 94 90.5 90.726 91.835 94.288 94.052 92.708 91.331
8 92.1 92.9 91.9 91.868 92.07 94.825 92.406 92.742 92.103
9 92.8 93.4 92.3 91.767 90.995 93.683 91.095 93.515 92.272
10 93 94 92.2 91.331 92.07 94.892 93.515 93.716 92.54
11 93.8 93.7 92.3 90.927 92.54 93.112 93.481 92.272 91.398
12 93.1 94.3 92.2 91.129 92.204 94.724 93.548 93.28 93.246
13 92.3 94.7 92.3 91.431 92.473 94.691 94.355 93.784 92.809
14 92.7 94.7 92.3 91.969 92.238 95.06 94.456 94.321 92.238
15 93.1 94.1 92.3 91.835 92.54 94.892 94.086 92.809 93.246
best 93.8 94.7 92.3 91.969 92.54 95.06 94.456 94.321 93.246

params 431080 6508298 1446030 269524 576180 835204 1,124,180 1,128,180 2,291,972

time 57.1092 53.02216 48.5865645 62.84003 77.27856 60.19395 120.82853 81.1365 75.03727

Table 4. The results of some models without ensemble learning.
AlexNet vit regnet pnasnet efficientnet ResNet tnt ghostnet vgg

29.57 45.833 37.231 25.806 43.918 90.02 44.388 66.364 71.505

57.728 47.984 67.07 31.519 58.669 90.927 54.704 75.571 83.77

63.407 50.538 80.511 39.987 71.169 87.769 61.022 83.165 87.231

70.464 54.469 84.543 48.421 76.378 91.935 66.129 83.468 81.855
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Table 4. (continued).
74.53 55.208 86.257 53.763 76.243 92.708 67.809 83.3 87.534

76.445 59.375 89.449 63.273 81.216 93.179 70.228 83.938 90.289

77.05 59.039 86.996 54.167 77.621 92.54 71.673 86.425 90.222

76.747 62.466 87.735 68.918 85.417 93.078 73.219 85.081 89.281

76.815 63.105 87.735 57.997 84.14 93.145 73.253 86.022 89.281

77.218 64.785 89.718 70.329 86.862 93.884 74.462 87.567 91.499

79.234 64.886 89.113 77.755 86.492 92.54 74.126 86.962 89.852

79.603 63.844 89.886 81.586 88.81 93.414 74.059 88.71 90.591

80.477 66.667 88.911 78.058 88.273 94.288 74.261 89.012 90.659

80.007 67.339 90.894 83.3 87.97 92.809 75.302 87.87 91.297

79.704 66.431 90.155 85.316 90.423 93.347 74.53 88.474 88.878

80.477 67.339 90.894 85.316 90.423 94.288 75.302 89.012 91.499

2,200,196 5,390,026 19,561,954 3,152,850 4,019,782 11,175,818 23,295,418 1,318,958 530

76.4380636 354.950113 746.965534 426.5939498 565.3835807 219.0595834 897.83449 598.4893 14,548,490

Net1-3 is the CNN model provided by the author of the dataset. vit uses ‘vit _ tiny _ patch16 _ 224’
concluded in the timm package, and regnet uses ‘regnetv _ 040’ in the timm package. Pnasnet uses
‘spnasnet _ 100’ in the timm package, efficient uses ‘efficientnet _ b0’ in the timm package, tnt uses
‘tnt _ s _ patch16 _ 224’ in the timm package, and ghostnet uses ghostnet _ 050 in the timm package.
The above networks did not use training parameters. Several phenomena are found here: 1. The p
value of the parameter quantity and the model accuracy is 0.208, which is greater than 0.05, indicating
that there is no significant relationship between the two. For example, the Com3 parameter has the
best performance, and the number of its parameters is 835204, while the accuracy rate is 95.06%, the
ResNet accuracy rate is 94.288%, which is slightly inferior to Com3, but the number of parameters
reaches 111758182. There is a significant relationship between the number of parameters and the
training time, and the p value is 0.001.3. For the Oracle-MNIST dataset, some newly promoted
network performances are general, such as VIT and GhostNet. The performance of CNNs varies
greatly for different datasets.

Tabel 5. Test for between-subjects effects.

Strain variables: best

source
Type III sum
of square df RMS F salience

Modified model 95.533a 1 95.533 1.724 .208
intercept 90085.416 1 90085.416 1625.766 .000
params 95.533 1 95.533 1.724 .208
deviation 886.577 16 55.411
sum 144441.143 18

Modified Sum 982.111 17
a. R^2 = .097 (modified R^2 = .04)

Then, we use ensemble learning to improve the models’ accuracy, all of which have 10 base
estimators and 15 epochs. First, we use voting. As shown in the following table, the training times are
almost ten times, and the parameters are also up to ten times, while there are apparent improvements
in each model. As we can see, the accuracy of Com2 achieved 97.144%, with an increase of 4.064%,
and M3 and ResNet achieved 96.707%, better than Net1-3. To streamline the experiment, we will
examine Com2, ResNet and M3 in the other ensemble learning.
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Table 6. The results of some models with voting, epoch=15.
Net1 Net2 Net3 Com1 Com2 Com3 M3 M5

best 95.397 95.497 93.246 95.027 97.144 95.565 96.707 96.573

time 572.275414 537.5327365 505.534869 548.7540414 741.7868514 608.2405064 1129.929841 770.1746943

params 4,310,800 65,082,980 14,460,300 2,695,240 5,761,800 8,352,040 11,241,800 11,281,800

Table 7. The results of some models with voting, epoch=15.
M7 AlexNet vit regnet efficientnet ResNet vgg

best 95.833 96.035 69.288 96.707 93.985 96.707 95.195
time 704.49793 2,566 4216.06697 2392.0328 5343.8484 2392.0328 5275.53071
params 22,919,720 210,393,060 53,900,260 111,758,180 40,197,820 111,758,180 145,484,900

Compared with fusion and bagging, we find that bagging is good at improving the accuracy, while
fusion can increase the training time, each of which has its own benefits.

Due to its special training methods, Snapshot’s epoch must be a multiple of the base estimators, so
we use 20 epochs instead of 15, as described above. Snapshot is a quite efficient ensemble learning
method in this experiment. Com2 costs only 112.644 seconds and has a surprising accuracy of
97.007%, which means that high efficiency in training with minimal accuracy loss is possible.

Table 8. The results of some models with bagging or fusion,epoch=15.
Com2-bagging ResNet-bagging M3-bagging Com2-Fusion ResNet-Fusion M3-Fusion

best 96.573 96.169 96.169 95.565 93.347 92.776
params 5761800 111758180 11241800 5761800 111758180 11241800
time 800.857062 2059.981746 2153.520 656.95998 1935.1490 2055.037

Table 9. The results of some models with Gradient Boosting or snapshot.
each
train

Com2-
GradientBoosting

ResNet-
GradientBoosting

M3-
GradientBoosting

Com2-
snapshot

ResNet-
snapshot

M3-
snapshot

1 95.296 93.851 94.993 95.665 94.96 95.363

2 96.203 95.262 95.833 96.405 95.699 96.069

3 96.505 96.136 96.102 96.505 95.968 96.237

4 96.808 96.27 96.203 96.774 95.833 96.203

5 96.808 96.237 96.438 96.774 96.069 96.304

6 96.942 96.337 96.774 96.875 96.203 96.27

7 96.976 96.472 96.875 96.909 96.237 96.438

8 96.875 96.472 96.64 96.976 96.505 96.539

9 96.909 96.438 96.707 97.009 96.539 96.505

best 96.909 96.472 96.875 97.009 96.707 96.438

param 5761800 111758180 11241800 5761800 111758180 11241800

time 2705.204 6337.090124 4331.189595 112.6442058 308.7983477 169.93945

6. Conclusion
In this paper, we use many CNNs and ensemble learning methods to improve the accuracy of Oracle-
MNIST dataset classification. Considering the time, the model parameters and the most important
target accuracy, the simple CNN named Com2 with a snapshot performed the best and achieved an
accuracy of 97.007%, which was better than that of Net1-3, which was given by the dataset’s author.
However, research on this dataset and Oracle-MNIST can still have a significant improvement by
enlarging the training and test data, exploring more models or ensambling different models, e.g.,
graph-based models [21, 22].
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