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Abstract. This article integrates convolutional neural network (CNN) and graph convolutional 

network (GCN) techniques. Performance is improved by the suggested architecture's use of 

crucial methods such as dropout, batch normalization, and rank-based random pooling. The 

network was trained and tested on a sizable amount of breast lesion imaging data, and its 

precision was evaluated in comparison to other methods. The findings showed a significant 

increase in accuracy, resulting in high rates of malignant lesion diagnosis with few false positives. 

The effective fusion of CNN and GCN methods highlights the potential for improving the 

detection of malignant breast lesions and provides a viable path for further study in this area. 

Keywords: convolutional neural network, breast lesions. 

1.  Introduction 

CNNs are frequently used to handle data in a variety of disciplines, including audio, language, and 

images [1][2]. The advantage of CNNs is that because the networks in the convolution share parameters, 

there are fewer parameters needed compared with typical neural networks, and the model complexity is 

lower [2]. The convolution operation displays position invariance because it concentrates on the local 

information of the input data and extracts local features. As a result, although classic neural networks 

may have trouble with position changes in other data, CNNs can reliably classify features even if their 

position in the image changes. 

The most common disease in women, breast cancer, can have serious effects if it is not detected and 

treated right away [3]. Rapid detection and diagnosis of medical pictures are made possible by machine 

learning technology, increasing the early detection rate and diagnostic precision for breast cancer. 

Moreover, machine learning helps doctors grasp and analyze enormous amounts of medical picture data, 

producing more accurate diagnostic results [4]. Throughout the last few decades, computer technology 

has been widely employed in image recognition and has come into touch with the medical business. 

Convolutional neural networks (CNNs) have made substantial advances in deep learning in recent years.  

Instead of merely performing tasks created by humans, modern deep learning models may interpret task 

content on their own and provide plausible replies based on training data [5][6]. In the past, to gather 

patient information and assess the severity of the condition, medical professionals would examine 

photographs of the malignant location. Deep learning models have made it possible for large data 

analytic approaches to assess and diagnose patients based on their symptoms, with some diseases already 

showing diagnostic performance that is on par with or better than that of humans. Although there are 

cancer treatments, the likelihood that a patient will survive the disease is considerably increased by early 
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detection and rapid treatment [7]. Thus, it is still important to enhance the technology of picture 

recognition and machine learning. 

This paper focuses on how to achieve better image classification results. Early detection is 

encouraged by this method's assistance in differentiating between healthy tissue and tissue vulnerable 

to malignant transformation. Many techniques have been created as image processing technology 

develops. By removing noise and increasing background, pre-processing methods such as thresholding, 

Z-score normalization, and median filtering can significantly increase the efficiency and classification 

accuracy of neural networks when processing picture data. Two networks that are often used for image 

processing are convolutional neural networks and graph convolutional networks. This study makes use 

of deep learning technology and experiments with different methods to decide which classification 

approach is most suitable for the selected dataset. 

2.  Problem formulation 

Region-growing is a technique for identifying regions of interest (ROI) and eliminating the backdrop, 

illustrated by Algorithm 1. Here, R is the set of points in the area, and Q is the set of points to be 

processed (also known as the queue), are the two sets that the algorithm initializes. The seed point (x0, 

y0), which serves as the beginning point for the area expansion, is used to initialize both sets. When Q 

(the queue) is not empty, the algorithm enters a while loop that runs indefinitely. A point (x, y) is 

dequeued from Q (i.e., taken out of the queue and put back in) inside the loop. The procedure examines 

each nearby point (x', y') of the dequeued point (x, y) to see if the prerequisites for area expansion are 

satisfied. The nearby point (x', y') is added to the region R and the queue Q if the requirements are 

satisfied. Repeating the procedure until there are no more points in Q, enlarges the region R by analyzing 

the points' neighbors. 

Algorithm 1: Region of Interest (ROI) Algorithm 
 Data: R ={(𝑥0, 𝑦0)}  

 Data: Q = {(𝑥0, 𝑦0)} 

1 while Q is not empty do 

2  (𝑥, 𝑦)+- dequeue(Q) 

3  for 𝒌 ∈ {−𝟏, 𝟎, 𝟏} do 

4   for 𝑙 ∈ {−1,0,1}  do 

5    if 𝒙 + 𝒌 ≥ 𝟎 and𝑥 + 𝑘 < 𝑀 and𝑦 + 𝑙 ≥ 0 and𝑦 + 𝑙 < 𝑁 then 

6     if (𝒙 + 𝒌, 𝒚 + 𝑰) ∉ 𝑹 and 𝑑(𝑧 + 𝑘, 𝑦 + 𝑙) < 𝑇 then 

7      𝑅 ← 𝑅 ∪ {(𝑥 + 𝑘, 𝑦 + 𝑙)}  

8      𝑄 ← 𝑄 ∪ {(𝑥 + 𝑘, 𝑦 + 𝑙)}  

9     end if 

10    end if 

11   end for 

12  end for 

13 end while 

A simple and popular strategy for reducing background (BG) or image noise during CNN data pre-

processing is the thresholding technique [8]. Setting a pixel intensity threshold, designating pixels below 

the threshold as BG, and allocating pixels above the threshold as foreground are the essential principles 

of thresholding technology. These steps are demonstrated in Algorithm 2. The grayscale picture I(i, j), 

where i and j are the row and column indices of the pixels, and the threshold value T are the two inputs 

that the algorithm requires. The process generates a binary picture called I'(i, j) in which the row and 

column indices of the pixels are i and j, respectively. To determine if the input pixel value I(i, j) is above 

or below the threshold T, an if-else structure is utilized. The output pixel value I'(i, j) is set to zero if the 

input pixel value I(i, j) is less than the threshold T. The output pixel value I'(i, j) is set to 1 if the input 

pixel value I(i, j) is equal to or greater than the threshold T. 
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Algorithm 2: Thresholding Algorithm 
 Data: 𝑰(𝒊, 𝒋), T 
 Result: 𝐼′(𝑖, 𝑗)  

1 if 𝐼′(𝑖, 𝑗) < 𝑇 then 

2  𝐼′(𝑖, 𝑗) ← 0 
3 else 

4  𝐼′(𝑖, 𝑗) ← 1 
5 end if 

 

Figure1. Effects of threshold technology. 

A common data pre-processing method used to transform data into a conventional normal 

distribution is called z-score normalization. The goal of Z-score normalization is to rescale the data so 

that the mean is set to 0 and the standard deviation is equal to 1. After subtracting the mean from each 

data point, this is done by dividing the result by the data's standard deviation. The formula for 

normalizing Z-scores is as follows 

 𝐼′ = (𝐼 − 𝑚𝑒𝑎𝑛(𝐼))/𝑠𝑡𝑑𝑑𝑒𝑣(𝐼)  (1) 

 

Figure2. Feature distribution of data before and after applying Z-score normalization. 
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Convolutional Neural Networks (CNNs) typically use the center crop pre-processing technique to 

resize images and center the object of interest. With this method, the longer side of the image is cropped 

to make a square, and the cropped image is then centered. According to the following principle, the top-

left and bottom-right corners of the center crop region can be computed for an input picture I with 

dimensions and an anticipated output size of, where: 

Calculate the rows' (height) and columns' (width) starting and ending indices: 

 𝑥𝑠𝑡𝑎𝑟𝑡 = (𝑀 − 𝑀)/2, 𝑦𝑠𝑡𝑎𝑟𝑡 = (𝑁 − 𝑁)/2 (2) 

 𝑥𝑒𝑛𝑑 = 𝑥𝑠𝑡𝑎𝑟𝑡 + 𝑚, 𝑦𝑒𝑛𝑑 = 𝑦𝑠𝑡𝑎𝑟𝑡 + 𝑛 (3) 

By extracting the center crop region 𝐼′ = 𝐼[𝑥𝑠𝑡𝑎𝑟𝑡: 𝑥𝑒𝑛𝑑, 𝑦𝑠𝑡𝑎𝑟𝑡: 𝑦𝑒𝑛𝑑]from the input image 𝐼, the center 

crop operation extracts a region of size m x n from the original image 𝐼, producing a new image 𝐼′ with 

the desired size. 

Median filtering, a typical method of image pre-processing, replaces each pixel's value with the 

median value of its neighbors. By using median filtering, a filter or kernel 𝐾 of size(2𝑘 + 1) × (2𝑘 +
1) cantered on a pixel 𝐼(𝑖, 𝑗) is slid over each pixel in an 𝑀 × 𝑁image matrix 𝐼, and the median value 

of the pixel values within the kernel region is calculated. In this instance, this median value will take the 

place of the existing pixel 𝐼(𝑖, 𝑗) value. The filtered picture might be shown as 

𝐹(𝑖, 𝑗) = 𝑚𝑒𝑑𝑖𝑎𝑛{𝐼(i-p，𝑗 − 𝑝)|𝑝 ∈ {−𝑘, −(𝑘 − 1), . . . . , 𝑘 − 1, 𝑘}, 𝑞 ∈{−𝑘, −(𝑘 − 1), . . . . , 𝑘 −

1, 𝑘}}.    (4) 

 

Figure3. The noise removal effect of median filtering. 

For learning data that is graphically organized, a deep learning model called the Graph Convolutional 

Network (GCN) was developed. GCNs can more accurately reflect higher-order interactions and global 

context than CNNs, which typically concentrate on local patterns within a fixed receptive field, by taking 

advantage of the connectedness structure of the graph. GCNs can learn more adaptable and expressive 

feature representations by altering their receptive fields in accordance with the structure of the graph. 

Algorithm 3 explains the Graph Convolutional Network (GCN): 
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The method is fed a graph G(V, E), V is the set of nodes and E is the set of edges, X is node 

characteristics, L is the number of layers and W1,..., WL are layer weights. The graph G's adjacency 

matrix A and degree matrix D are both constructed. The normalized adjacency matrix A' is obtained 

using the formula A' = D-1/2AD-1/2. The normalized adjacency matrix A', the node properties X, and the 

layer weights W are the three inputs for the function "graph_convolution" that is supplied. Rectified 

Linear Unit (ReLU) activation is used to compute and return the graph convolution. The node's H 

characteristics are started with X. A for loop iterates across the layers from one to L, one at a time. With 

A', H, and Wl as inputs, the "graph_convolution" function performs the graph convolution at each layer, 

saving the outcome in H. The node representations the algorithm returned are represented by H. 

3.  Method 

The mini-MIAS database of mammograms 2018 dataset is used in this study's analysis of breast cancer 

imaging data. It comes from the first MIAS dataset, which was released in 2018. The dataset is 

frequently used for the development and assessment of computer-assisted diagnostic (CAD) systems for 

cancer. It contains images of various resolutions and sizes from various sources. Basic factual 

information is labelled on these images, such as the presence of masses, calcifications, or healthy tissue. 

The photos from this dataset, which have a high level of trustworthiness and a variety of purposes, are 

also used in this study as training images. The dataset includes 322 photos (113 abnormal images and 

209 normal images). To choose regions of interest (ROI), enhance, and normalize the ROIs, as well as 

to carry out a better feature extraction and classification technique later, pre-processing is necessary 

before classification.  

3.1.  Data pre-processing 

Initially, noise is removed and picture features are improved by using a sliding window and a median 

filtering approach to replace each pixel value with the median of its nearby pixels. To ensure that 

characteristics have the same range of values and to improve algorithm performance, the images are 

then subjected to Z-score normalization. Thresholding is used in conjunction with the regional growth 

approach to choose Regions of Interest (ROI) to discern between the foreground and background of a 

picture. The target is in the middle of the square image after the longer side of the image is cropped 

using the center crop technique. Several methods are used to decrease noise, normalize pixel values, 

segment ROIs, and extract pertinent features during the preparation of the picture collection. Its 

Algorithm 3: Basic Graph Convolution Network (GCN) 

Require: Graph G(V,E),Node features X, Number of layers L, Layer weights 

 𝑊1, . . . , 𝑊𝐿 

1 Aadjacency_ matrix(G) 

2 Ddegree_ matrix(A) 

3 A'𝐷−1/2𝐴𝐷−1/2 

4 function GRAPH_CONVOLUTION(A', X, W) 

5    return ReLU(A'XW) 

6 end function 

7 HX 

8 for l 1, ... , L do 

9    Hgraph_ convolution (A', H, Wl) 

10 end for 

Ensure: Node representations H 
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integration facilitates the preparation of picture data for additional analysis, improving the efficiency 

and precision of machine learning algorithms. The photos are subjected to Z-score normalization in the 

following step. 

3.2.  Network establishment: 

First, to establish an 8-layer CNN backbone with 6 convolutional layers and 2 fully connected layers, 

this document will propose some improvements to the backbone. Assuming that the convolution kernel 

is represented by 𝐹𝑗, where all 𝑗 in the range[1, . . . , 𝐽], ⊗ denotes the convolution operation, and 𝑋 X 

represents the input matrix, the following operation is performed in the convolutional layer:  

 𝐶(𝑗) = 𝑋 ⊗ 𝐹𝑗 , ∀𝑗 ∈ [1, . . . , 𝐽] (5) 

Calculating the dot product of the convolution kernel and feature map overlap may alter the size of 

the output feature map since the convolution technique requires sliding the convolution kernel on the 

input data features. By adding zero values to the perimeter of the input feature map before convolving 

it, it is possible to keep the output map's size while successfully preventing information loss. 

 
Figure 4.  Feature diagram before and after the padding. 

An activation function is needed to transform the nonlinear data after the convolution procedure is 

finished. The Rectified Linear Unit (ReLU) function, which works on the basis that 𝑓(𝑥)  =  𝑚𝑎𝑥(0, 𝑥), 

outputs the highest value between 0 and x, is an efficient activation function. The ReLU function 

addresses the problem of vanishing gradients while assuring quick computation speed when compared 

to other activation functions like the sigmoid and hyperbolic tangent.  

During the neural system drive process, batch standardization and abandonment techniques are used 

to avoid overflow[9][10]. In batch normalization, the mean and variance of each layer's input are first 

calculated, as follows:  

 𝜇𝐵 =
1

𝑚
∑ 𝑥𝑖, 𝜎𝐵

2 =
1

𝑚
𝑚
𝑖=1 ∑ (𝑥𝑖 − 𝜇𝐵)𝑚

𝑖=1
2
  (6) 

where 𝑚 is the number of samples in a batch and 𝑥𝑖 represents the input of the ith sample in the layer. 

Then, each input sample is normalized by 

 
𝑥𝑖 =

𝑥𝑖−𝜇𝐵

√𝜎𝐵
2+𝜀

 (7) 

where 𝜀 is a small constant added to avoid division by zero. The normalized input is then subjected to 

a linear transformation, where γ and β are learnable parameters that modify the distribution and offset 
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of each layer. To increase the network's speed and convergence and to make it more generic, this method 

is applied to each batch of data. 

Dropout Is an effective way to prevent network overfitting, by randomly setting some neuron output 

to zero during training, reducing neuron dependence. The following equation can be used to model the 

dropout process: 𝑟𝑖 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑝), ℎ̂𝑖 = 𝑟𝑖 ⋅ ℎ𝑖, where 𝑟𝑖 is a random variable, ℎ�̂� is the output of 

the ith neuron, and 𝑝 is the pre-defined dropout probability. After applying dropout, the dependencies 

between neurons are reduced, which enhances the robustness of the model. 

 

Figure 5. Comparison diagram of the network before and after using dropout (p=0.5). 

To add some unpredictability to the pooling process and avoid overfitting, rank-based stochastic 

pooling is employed as an alternative to max pooling. Rank-based stochastic pooling randomly chooses 

activation values from a group of nearby neurons based on their rank proportionally to their probability 

distribution, as opposed to the maximum or average activation value utilized in max or average pooling. 

The probability distribution is based on the rank of each neuron within the group [11]. Max pooling can 

be expressed by 𝑌𝑖,𝑗,𝑐 = 𝑚𝑎𝑥𝑝=0
𝑘ℎ−1

𝑚𝑎𝑥𝑞=0
𝑘𝑤−1

𝑋𝑖×𝑠ℎ+𝑝,𝑗×𝑠𝑤+𝑞,𝑐 , where 𝑋  is an input tensor with 

dimensions (𝐻, 𝑊, 𝐶), and the sliding window size is (𝑘ℎ, 𝑘𝑤) with stride (𝑠ℎ , 𝑠𝑤). Rank-based 

stochastic pooling can be expressed using the following equation: where 𝑦𝑖 is the pooled output of the 

ith feature, 𝑥𝑖,𝑗 is the activation value of the jth feature 𝑘 is the number of pooled features, and 𝑝𝑖,𝑗 

is a binary random variable indicating whether or not to select the jth feature for pooling. 

The graph convolution network (GCN) is given by 
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 𝑌 = 𝑃𝑜𝑜𝑙(𝑋). (8) 

The input feature matrix X is subjected to graph-based pooling operations by the pool function to 

condense its spatial size and extract the most crucial information. GCN effectively makes use of graph 

convolutional processes and graph-based pooling layers, making it better equipped to handle non-

Euclidean input and scale to massive graph datasets. 

Figure 6. The contrast between maximum pooling and rank-based stochastic pooling. 

4.  Result 

Net 1 was the network with batch normalization and dropout operation, Net 0 was the base network, Net 

2 was the network with maximum pooling in Net 1 that was changed to rank-based stochastic pooling, 

and Net 0-Net 5 was added to the GCN. The base network was given the name Net 0. The results for the 

different networks are shown in the table below: 

 

Figure 7. Results of different networks [12]. 
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It can be shown that adding rank-based stochastic pooling, dropout operation, batch normalization, 

and the GCN network increases the accuracy of the network, with Net 5 doing the best. The comparison 

shows that the approach proposed in this study has high accuracy when compared to other methods. The 

proposed network makes use of dropout, batch normalization, and rank-based random pooling, among 

other techniques, to enhance performance. The experimental results demonstrate that the suggested 

network beats cutting-edge techniques in terms of accuracy. To confirm its efficacy and evaluate it 

against other strategies, the performance of the proposed network must be measured through testing. 

The trials' findings demonstrate that the suggested network provides greater accuracy, showing its 

applicability in real-world scenarios. Due to dataset restrictions, it is yet unknown whether the strategy 

described in this work is effective in real-world applications, despite its encouraging results in 

identifying malignant breast cancer lesions. Clinical trials still need to be conducted. 

 
Figure 8. The effectiveness of existing methods [13-20]. 

5.  Conclusion 

There are additional faults in the proposed network that will need to be addressed in the future. To begin, 

the network was tested using a tiny dataset that may not entirely represent all scenarios. Second, because 

it was designed specifically for radiographic breast cancer pictures, the recommended network may not 

be applicable for other forms of medical imaging. When it comes to image processing, modern 

computers struggle to use an immense amount of visual data for computations. There are additional 

difficulties in the data collection and annotation procedures. Inadequate annotations may diminish the 

content learned by the network from the data, demanding even more data, but a lack of variety in the 

gathered data may result in a trained model that does not apply to all individuals. Human annotation, on 

the other hand, can be costly. These concerns may have an influence on the cost and efficiency of 

network training, making it more difficult to deploy deep learning on a large scale in the medical 

business. Despite these limitations, this study provides useful information for developing a network to 

detect malignant breast cancers. The experiment can be improved by: (1) obtaining a larger dataset to 

ensure diversity, which is required for training a model that is applicable to all situations; (2) exploring 

more neural network combinations; applying various techniques to the network for comparison and 
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testing to find better approaches; (3) enhancing the current network by investigating the effects of 

networks with different levels of image analysis depth. 
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