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Abstract. Fast global illumination methods has been one of the most exiting area of rendering
because it could solve many industrial problems of achieving balance between realistic
rendering and stable frame rate. So this study employs a neural network to learn a radiance
field from the distribution of a particular group of objects by reconstructing a 3D radiance field
using spherical harmonics and neural networks. The network learned the estimated radiance
distribution in space by voxel data and creating a hash grid containing information from
spherical harmonics. This research also provided a new simplified light transition function that
emulated the behavior of light in a specific scene, as global illumination could be broken down
into a sequence of the light transport progress. It may be possible to see how the light changes
throughout a 3D environment by computing the global GI using this multiple-ray bounce
model.
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1. Introduction

In the Graphics field, particularly in Game rendering, the former research abstracted the model that
light obeys the classical Mechanics law when the object is far larger than the size of atoms, So the
radiance distribution was determined in every point of a 3D space once the objects have been
determined. If the field’s status was given in the beginning, that means the status of time t could is
calculated with only one possible outcome.

The intermediate light the objects are receiving could be viewed as a reflection from all of the other
objects, all the way retrieving back to the emitter. This is also fundamental to Path tracing because the
optical path is reversible. Considering all the objects reflect radiance just like a small emitter, The light
transport will finally achieve a stable status following the energy conservation rule.

This can be viewed as a function that maps this 3D scene into a radiance distribution. The core of
the research to simulate Global illumination lies in how to calculate this progress using a neural
network which itself could be a universal function approximation.

The input of the neural network should be the attributes of the scene we want to render. To measure
the irradiance at each point, the vertices’ position and the normal, the light source, and the color
should be considered.

The paper served the purpose of a methods of accelerating calculating the global illumination with
a pretrained neural network, and take a step further of analysing the light transport process.Using

© 2023 The Authors. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(https://creativecommons.org/licenses/by/4.0/).

1466



Proceedings of the 3rd International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/6/20230949

spherical harmonics to represent the radiance field, the light transition function gives the neural
network the possibility to perform this linear transform.

2. Related work

Realistic rendering is a very complex process involving calculating a point's irradiance with
integration over the hemisphere, in this process, it must take into account the surface's characteristics
[1], such as the reflection of other objects, its own shadow as well as shadows produced by other
objects, and the properties of the surface with the BRDF equation:

(l ): (l )+ ('1_ )(l - )(ll) #(1)

L, is the light intensity coming from direction Wg, which is equal to the point's own emission
intensity plus combining all light directions. f(p,w; -~W,) is the BRDF function that map the direction
of light source to the direction of radiance departure.

There are lots of previous work was done in the rendering field. For offline rendering, Monte Carlo
path tracing needs lots of sampling and thus can't be used in real-time. The equation will be discussed
later.

Nerf and Plenoxel only provide the methods to use ground truth images training the network to
learn the radiance field and it couldn’t use in real-time when light changes or in any interactive
scenario[2][3]. Spherical harmonics can approximate the light function over one single point and have
been widely used in the game, but they couldn’t take the dynamic objects into precomputation when
apply to the Game Engine [4][5]. Differential rendering was able to reverse the rendering process but
for rasterization, it could now only achieve limited results [6]. Real-time Global illumination is still a
promising field for exploration.

This paper has proposed a light transition function and converted it employing neural networks to
learn the function, which can map the voxel scene to a light field Grid. Additionally, it aims to take a
step forward of simulating light’s behavior as well.

3. Voxel grid
The scene could be interpreted as a bunch of vertices attributes and faces, but can also be the voxel.
The former has variable density distribution because the mesh vertices may not spread across space
uniformly. And it also needs large memory to store. The latter could be an easy way to have an
approximate representation of the scene and be controlled by the voxel grid size [7].

Besides, the voxel could be easily sorted and have a spatial closer distance, which could be used to
encode its position (Figure 1 (a)&(b)).

position origin Light probe grid 10x10x10

(b)
Figure 1. (a) voxel grid; (b)sparse light probes grid.

In the dataset, each voxel has 10 attributes, they are
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V represents the voxel collection and it’s each axis contains N voxels, p is the position of the voxel, Ky
is the color, € is the emission color, and Hashid represents the Hash ID of voxel founded is in the hash
grid which will mention later.

The first way to calculate normal is using the cross product of tangent and binormal:

= =( 0 ), = = (O’ ’ ), ::Tr_;;_]T'ii(s)

In discrete form, and  should be the surface voxels and A is the size of each voxel.
In terms of Hash id, it could be calculated using the later formula:

= _ =+ _ _
( A ) ( A ) ( A ) #4)
N is the entire resolution of the grid, for example, 32 for a 32x32x32 grid, and T is the grid's

transform and equals the grid’s outside bound's minimum position. The position correlation through
the Hash Grid is encoded using a single, distinct code for each point’s light information and voxels.

3.1.  Light transition function

It is important to examine the fundamental measurement of light before proposing the equation. First,
flux, which is the differential of energy over time, is the amount of energy that passes through a region
in one unit of time [8]:

= —#(5)

The radiant flux is measured in Watts, and Q is measured in Joules.

Another important concept is irradiance, which measures the average power density across an area
and is represented by the symbol E. As a result, the equation should be E = ®/A. The irradiance at a
point p is thus taking the limit of delta area A, and

() =—H#(6)
Also, the radiance exitance from the point at a particular solid angle w, was defined as
A ()
a0 A #(0)

For an entire sphere, the total solid angle is 41, d for hemisphere is 2T.

3.2, Path tracing

The path tracing rendering ought to be introduced. The following is an example of the path-tracing
equation:

(2= (=o+ () () Ce) (e
A is all of the surfaces in the scene, the radiance of X comes from X' is the sum of emission radiance
of the X' itself and the total contribution of all of the surface exited radiance. G is the shadow term

representing visibility.
This function is recursive so it could be expanded to:
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The Light transport path could be seen as the function of light transporting between the two points
Xn and X,—1.Methodology

The light transition was similar to the LPV (Light Propagation Volumes) [9]. Each voxel's direct
shading should be calculated in each step and stored in the voxel attributes. The voxels that have been
illuminated should then take part in the second step of light transition using the results of the previous
step as the intermediate light emitter. If the substance was thought to be uniformly diffuse, then the
procedure should be as easy as just containing the multiply and add operator. The Markov chain is
followed by the transition process, with the status at time  merely dependingon — 1.

At the end of the transition, object shading was transmitted several times and obtained an
equilibrium.

3.3.  Voxel irradiance definition

The irradiance’s total inside a voxel could be calculated by the definition in the radiometry [8].

Because the voxel is 3D and contains the total photons been hit inside a volume. This requires

performing an integral operation across the height A . The total irradiance over a volume denoted as
could be seen as the sum of rathe diance of many small sliced areas overlapping each other. the

formula is therefore clear:

= A #(10)

we denoted the irradiance for the area as Ep.
As we also know,

= —#(11)

And this formula could be proved by the following steps:

Dy

Let’s P, describe the energy flux over an area, over the volume, then:

= () #(Q12)
0

According to the definition, so similarly, we could write Py ,

= () = () #(13)

0 0 O
Insert equation (10) to this and change the E(p) dA term, it obtains:

#(14)

So we get:
=—#(15)

Take the derivative of both sides of the function respect to area A, it could be rewritten as
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=—— #(16)
Which is identical to:
=——= #17)

It is the same just like the equation (13).
Similarly, we rewrite the sum of volume of radiance Ly:

A #(18)
A 4

Especially, when taking into account a diffuse material that consistently reflects light.

cosf™
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Figure 2. The equation.

3.4. Transition
To perform the transition, we apply the basic equation of integral of radiance over a hemisphere. The
equation would be like this:

C.o= . | #Q19

( is the angle of the face normal with the light direction.)
So, the quantity of the irradiance in a voxel is:

= I ( )#(20)
0
( ( )term is the visuability, if needed it should precisely be calculated.)
If using a voxel grid, then the continuous function will be converted to a discreated function.
At the ith voxel, it is approximately the sum over all voxels’ radiance exitance:

3

l

I CO#RD

Figure 2 illustrates the equation. To simplify the problem, shadow term was not considered when
perform the transition.

The transition step is discussed as follow:

The irradiance at time 0 at voxel i is only the light voxel that emit photons. Then the distribution of
the irradiance will be records on the grid:

1470



Proceedings of the 3rd International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/6/20230949

0 = 0x(22)

At time 1, the light is transmitted to the surface of the object and being recorded in the grid again,
using the irradiance calculated in the first step to giving the result of the second-ray:
3 3 3

=1 _ || = | = — | |#@3)

This could evaluate how much irradiance the second ray has contributed. Theoretically, because the
energy is continuously absorbed by the surface, the transition process is not seriously a probability
transition, but it still is a Markov chain process and obeys the energy conservation rule. It could be
written in the following form:

=l = o (, )#H@2

We use T as the function of transition, which is the function of color, normal, positions of the voxel
i and j,as well as of the probability that light could being transmitted from voxel i to j:

(.o)= 1 + + | (. )0  1#(25)
(For the considering other factors of transition process, a coefficient should be defined to

transform from voxel to .)
Thus, the time t result can be obtained from the previous calculation of irradiance:

3 3 3

d= ()= )] () =2

And the transition Matrix takes the following form:

! 1 1 1
2 2 2 2
{ 1= L[ = 3.0 =] 3|.{ }=]| 3|#(@7)
4 4 4 4
5 5 5
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Finally, derived from equation (8), the rendering equation also could be interpreted as the sum of
radiance of total bounce of light [8], the irradiance that a voxel final receive should be:

= 04 14 #(30)

4. Experiment result
This time, instead of using a large network to simulate the linear function, we used a smaller one to
encode a voxel grid and then predicted a set of sphere harmonic coefficients to encode the light that
the voxel had received.

Only the valid voxels that contain the mesh will be fed to the neural network in order to reduce the
amount of data. Due to the arbitrary nature of voxel length, the neural network will include an
adjustable pool layer to either limit or expand the data length. The output node of the hash grid should
have a total of 27 coefficients, and the other layers of the neural network should all be linear. This is
the objective function:

=l - 13+ Il 13#GD

The final element, L2 norm, is included in the objective function because it has the potential to
significantly reduce overfitting.

All attributes were standardized to a range of [-1,1] before being fed into the network and the
activation function was replaced to tanh to predicted negative number. Noteworthy, the Rasnet and
MLP networks could fit the distribution well, but CNN could not unless extra two linear layers were
used to reconnect it [10]. Figure 3 below illustrates the network's fundamental structure, Figure 4
illustrates the significant precision difference between the two types of networks.

Block

¢
1000 X 27

1000 x 27

AdaptivePool 10000 ~ 13

N X13 X500

Figure 3. The network's fundamental structure.
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Figure 4. (a) a 3D convolution network was constructed and was very far from the MLP network; (b):
after adding another two linear full connected layer, the loss was able to lower down but still unstable.

This demonstrates the fact that a neural network will require global information in order to recreate
a radiance field.
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Figure 5. (a)Spherical Harmonics Coeffients Reconstruction; (b)Spherical Harmonics CNN Coeffients
Reconstruction.

The total Mean Squared loss with MLP and Rasnet layers, especially with regularization, might
converge to less than 0.01, however the loss with CNN is about 0.4(Figure 5).

4.1. Datasets

Each of the five scenes in the data set we have created has 10,000 voxels. Ten properties, including
locations, colors, emissions, and a special hash code, are present in each voxel. Because normals are
implicit, the dataset has this time eliminated them. Each scene differs in terms of object placement and
mesh color, allowing for a rough depiction of the scene. Additionally, each scene has one or two
emitters that cast area light on the item and a directional light shadow on the cornel box border.

Figure 6. Reference of dataset rendering with ray tracing.
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In order to construct a new scenario for the test dataset, a new object was added to the scene, and a
white wall was converted to a pink wall.

Figure 7. Test data set reference render with ray tracing.

Table 1. Mean square error of reconstruction using different model.

Model Train Loss Test Loss Without regularization
Rasnet-10 0.001 0.006-0.009 0.1

MLP 0.009 0.003-0.007 0.07

RNN 0.03 0.005-0.008 0.04

CNN 0.75 0.6-0.78 0.9-1.2
CNN-MLP 0.006 0.005-0.009 0.05

5. Conclusion

The work first proposed a discrete representation of light transition function. Then it demonstrates a
method to represent a radiance field using spherical harmonics, and map voxel 3d scenes to a grid of
irradiance. With a neural network-generated 3d function that maps voxel attributes to 27 coefficients
of Spherical harmonics, the mesh could get the intermediated light bounced multiple times from other
objects and also light in real time.

It has been demonstrated that even a small network can learn the light transition function, although
there is further work to be done.

The accuracy of the network could be improved by separating visibility from color prediction using
another neural network because the work in the study abstracted the light transition function. The
BRDF function of the material should be taken into account for realistic rendering, as well as a
full-size network, which has a stable-size node to depict the scene without any information loss.

Second, voxelization is some way to structure the complex scene, it is still necessary to reduce the
data that be fed into the network.

The direction of future research could lie on the more complex network such as GNNs (Graph
neural networks) which have stable nodes that could simulate light transition function in terms of
times and space, and build a renderer that was differentiable to the network to render the scene. In
addition, more sophisticated techniques such as raytracing could be adapted to be converted to a
function simulated by the network.
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