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Abstract. Facial expression conveys a variety of emotional and intentional message from human 

beings, and automated facial expression recognition (FER) has become an ongoing and 

promising research topic in the field of computer vision. However, the primary challenge of FER 

is learning to discriminate similar features among different emotion categories. In this paper, a 

hybrid architecture using Efficient Channel Attention (ECA) residual network ResNet-18, and 

feature manipulation network is proposed to tackle the above challenge. First, the ECA residual 

network effectively extract input features with local cross-channel interaction. Then, the feature 

decomposition network (FDN), feature reconstruction network (FRN) modules are added to 

decompose and aggregate latent features for enhancing the compactness of intra-category 

features and discrimination of inter-category features. Finally, an expression prediction network 

is connected to FRN to draw the final expression classification result. To examine the efficacy 

of the suggested approach, the model is trained independently using in-the-lab (CK+) and in-the-

wild (RAF-DB) datasets. Several important evaluation metrics such as confusion matrix, Grad-

CAM are reported, and the ablation study is conducted for demonstrating the efficacy and 

interpretability of the proposed network. It achieves the state-of-the-art accuracy compared to 

the existing facial recognition work, at 99.70% in CK+ and 89.17% in RAF-DB. 

Keywords: facial expression recognition, ResNet-18, efficient channel attention network, 

feature decomposition network, feature reconstruction network, CK+, RAF-DB. 

1.  Introduction 

Facial expression is one of the simplest ways to convey feeling and sense between human beings. Having 

a reliable automated facial expression recognition system would be beneficial for advancing many other 

active research fields, such as human computer interaction (HCI). 

With the advancement in computer vision and deep learning, adapting convolutional neural network 

(CNN) and its variant to the field of FER has shown to be effective on extracting features of input image 

and classifying facial expression into categories. Still, there exists a huge challenge for improving the 

model’s accuracy – high similarities across different categories, e.g., as shown in the Figure 1, both 

happy and neutral expressions have closing eyes; both happy and surprise expressions have opening 
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mouth; both sad and disgusting expressions have frowning brows. Learning with such similarities often 

results in undesirable results as it disturbs the discriminability of the model. 

In this paper, an end-to-end hybrid network composed of an efficient channel attention (ECA) [1] 

residual network ResNet-18 [2], and a Feature Decomposition and Reconstruction Learning (FDRL) [3] 

network is proposed to tackle the situation. Specifically, our proposed is combined of two sections. The 

first section is a feature extractor in which the combined ECA and ResNet-18 serve as the backbone to 

extract the related features. The second section is the FDRL Network, which is consisted of Feature 

Decomposition Network (FDN), Feature Reconstruction Network (FRN) and Expression Prediction 

Network (EPN) [3]. FDRL section is used to extract the latent features and learn the characteristics of 

internal relevance perception and the correlation between the latent features. For the optimization of the 

model, the joint loss function is composed of several losses, including classification loss, compactness 

loss, distribution loss, and weight penalty. 

As a result, our hybrid model achieves state-of-the-art performance in CK+ dataset [4] and RAF-DB 

[5] dataset, at 99.70% and 89.17%, respectively. To further reflect the performance and interpretability 

of the model, confusion matrix is constructed to evaluate the expression prediction accuracy on each 

category and Grad-CAM [6] is embedded to check salient regions on the activation map for prediction 

as well. Moreover, the ablation study is conducted by holding one sub-module constant at a time. The 

experiment is conducted by removing ECA and FDRL, training them separately on both two datasets. 

and evaluating the results. The results from the ablation study show that both ECA and FDRL jointly 

contribute to our hybrid model in classifying facial expression as our proposed hybrid model achieves 

the best accuracy. 

2.  Related work 

Deep learning methods have been widely used for facial expression recognition. The first Convolutional 

Neural Network (CNN), LeNet [7] was designed to solve MNIST handwritten numeral recognition. The 

biggest contribution for LeNet was defining the fundamental organization of the convolutional, pooling, 

and fully connected (FC) layers. Nevertheless in fact, due to the low computing power at the time, CNN, 

which needs a large amount of computing, can be substituted by other algorithms that requires less 

computational complexity, such as Support Vector Machine (SVM) [8]. AlexNet [9] is a CNN network 

with 8 layers of depth, including 5 convolutional layers and 3 fully connected layers. It uses dropout to 

decrease the overfitting problem [10], ReLU to introduce non-linearity [11], and data augmentation 

techniques, to make deep learning methods in CNN popular again. Two years later, VGGNet [12] was 

proposed, which proved that the increasing depth of the network can affect the performance of the result. 

In the VGG network, each hidden layer utilizes the output of the previous convolutional layers, which 

are then used to extract more complex features. It turns out that it became the state-of-the-art model 

compared to previous algorithm at that time. In 2015, a network with landmark innovation, Residual 

Neural Network from ResNet, was proposed in which many residual blocks are stacked to form a deep 

network. The residual block not only greatly decreases the problem of gradient vanishing, but also gives 

a promising improvement to the accuracy of the model. In recent years, a large portion of CNN approach 

 

Figure 1. Examples for high similarity between different expressions. 

                

            

              

              

                 

             

Proceedings of the 3rd International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/6/20230751

1337



for FER still use the ResNet as the backbone, as it performs exceptionally well on extracting fine-grained 

features. 

CNN used in facial expression detection is driving researchers to go further into a hybrid network to 

boost model performance. By incorporating information channel attention into convolution blocks in 

recent years, SENet [13] has generated a lot of interest and shows significant promise for performance 

improvement in feature extraction. However, with the higher precision and complexity of the model, the 

computation complexity rises as well. As a result, Efficiency Channel Attention (ECA) was proposed, 

which focuses on the combination of channel attention and spatial attention. It turns out that ECA 

achieves a competitive performance while preserving low model complexity. 

3.  Method 

This section introduces our proposed network, an end-to-end framework that improves our baseline 

model Feature Destruction and Reconstruction Learning (FDRL) by incorporating extra channel-wise 

attention mechanism (ECA) and additional loss function. An overview framework of our method is 

illustrated in figure 3. 

3.1.  Model overview 

As shown in figure 3, our model can be roughly divided into two sections, Feature Extractor (Sec. 3.2) 

and FDRL (Sec. 3.3). Given a batch of normalized images [14], the Feature Extractor learns a mapping 

from the input to extracted features. Specifically, a residual network ResNet-18 with Efficient Channel 

Attention (ECA) is used as our backbone to perform the interaction among different channels and 

efficiently extract the relationship among them. FDRL constitutes the remaining of the model. It is 

consisted of three portions, feature decomposition module (FDN), feature reconstruction module (FRN) 

and facial expression prediction (EPN). The features extracted by the previous ECANet (ECA+ResNet-

18) will be fed into FDRL. In FDRL, the extracted image features are destructed by FDN, and 

reconstructed by FRN. Consequently, the output of FRN is fed into the EPN module, which produces a 

series of probabilities of expression classification, i.e., seven emotion categories. 

 

Figure 2. The development of CNN from LeNet to SENet. 
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3.2.  Feature extractor  

The vanilla Convolutional Neural Network (CNN), the residual network ResNet-18, and an integrated 

Efficiency Channel Attention (ECA) module make up this component. 

The main purpose of the Feature Extractor is to extract the facial features of the input images. First, 

ResNet-18 has the skip connection in “residual block”, which will help to decrease the vanishing 

gradient problem caused by the huge depth of the network, so it can utilize the good performance of 

very deep CNN in extracting features. Second, The Efficient Channel Attention (ECA) is also added 

into our model to introduce attention. In this way, the model explores the interaction of channels and 

assigns different importance (weight) to different channels. The detailed design and analysis are 

elaborated in the following subsections. 

3.2.1.  Efficient channel attention aggregation. Figure 4 illustrates how the Efficient Channel Attention 

(ECA) module is implemented into our suggested model, which has fewer parameters but significantly 

improves performance. By breaking down the channel attention module in SENet, avoiding 

dimensionality reduction is critical for learning channel attention and that effective cross-channel 

interactions may sustain performance while drastically lowering model complexity. Consequently, 1D 

convolution may be effectively used to perform the local cross-channel interaction method that does not 

require dimensionality reduction. A technique for adaptively selecting the size of 1D convolution kernels 

is also included in ECA in order to assess the extent of local cross-channel interactions.  

 

Figure 3. The structure of our model. Feature extractor is the backbone, mainly used for feature 

extracting; FDRL [3] is consisted of FDL, FRL and EPN, mainly used for features processing and 

probability prediction. 
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3.2.2.  Residual backbone. ResNet-18 is a residual-based network that is formed by stacking a lot of tiny 

residual layer. Each residual layer adds skip connections (identity mapping) to the convoluted features, 

which is beneficial for optimization by resolving the gradient explosion or gradient vanishing in process 

of back propagation [15]. As a result, it is shown to alleviate the degradation problem of representation 

power brought by deepening the network. 

3.3.  Features decomposition & reconstruction learning (FDRL) 

The FDRL is composed of three submodules, including feature decomposition, reconstruction, and 

facial expression prediction. The feature decomposition module aims to disentangle input features into 

M latent features in a way that each latent feature of all input samples is clustered in their corresponding 

centroid. In the reverse process, the feature reconstruction consists of both intra-relationship and inter-

relationship modeling of the decomposed latent features, which ensures the extracted features are 

discriminative. The former one models the relation of same latent feature across all input samples, which 

learns a weight for each latent feature that determines its contribution of the expression prediction result, 

whereas the latter one learns the relation of different latent features in the same input sample via a Graph 

Neural Network (GNN) [16, 17]. Subsequently, the computed features in both intra-relation and inter-

relation networks are aggregated and feed into the facial expression prediction module, which only 

consists of multilayer perceptron for predicting the probability of expression classification. 

3.3.1.  Feature decomposition. The feature decomposition module maps the input, denoted as 

𝑥𝑖 ∈  R𝑝=512, obtained from ECA module to latent features in M subspaces through fully connected 

layers. Specifically, the "j-th"  latent feature of "i-th"  input sample is computed as: 

  𝐈𝑖,𝑗 = 𝜎1 (𝐖𝑑𝑗

𝑇 x𝑖) ∈ R𝐷=128  (1) 

Then, for the same latent feature of each input sample, a centroid under the feature is clustered 

iteratively and it is denoted as c_j. To make the latent feature distributions represent different regions of 

the face, the compactness loss between latent features and corresponding centroids is introduced. 

3.3.2.  Feature reconstruction. During the process of feature reconstruction, the relationship of both 

intra-features and inter-features are learned to explore the subtle difference of the latent features between 

various expressions. 

For the modelling of intra-features, the weight of each latent feature of i-th input is computed by 

passing it to a FC layer and a sigmoid function to have a value between 0 and 1 as αi, j = σ2( WSj

T li, j). 

T.en, the L1 norm of each α𝑖,𝑗 is calculated to serve as a weight importance of j-th feature of i-th  input 

sample. To better remedy the disturbance caused by similar local patterns of different expressions, a 

distribution loss is proposed to ensure the same features of different samples to be as close as possible. 

Thus, the final intra-feature for the i-th input is computed as: fi,j = αi,jli,j. 

 

Figure 4. The structure of efficient channel attention (ECA) [1]. 
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For the modelling of inter-features, an undirected graph neural network is constructed to learn 𝐟𝑖,𝑗 

through message passing and aggregating. Specifically, the vertex information is computed by firstly 

applying FC to the previously obtained intra-feature and a ReLU as the activation function. 

 𝐠𝑖,𝑗 = 𝜎1 (𝑾𝑒𝑗
𝑇 𝐟𝑖,𝑗) (2) 

Subsequently, the relation importance 𝜔(𝑗, 𝑚) of different vertices g are modelled by passing them 

to a similarity matrix S and a tanh as the activation function. 

 𝜔𝑖(𝑗, 𝑚) = {
𝜎3 (𝑆(𝐠𝑖,𝑗, 𝐠𝑖,𝑚)) 𝑗 ≠ 𝑚

0 𝑗 = 𝑚
    (3) 

Hence, the inter-feature for i-th  input sample is obtained by: 

 𝐟𝑖,𝑗 = ∑ 𝜔𝑖(𝑗, 𝑚)𝐠𝑖,𝑚
𝑀
𝑚=1 for 𝑗 = 1,2,… , 𝑀. (4) 

The resulting reconstructed j-th  feature for i-th  input is computed as a convex linear combination 

of j-th  intra-feature and j-th inter-feature： 

  𝐲𝑖,𝑗 = 𝛿𝐟𝑖,𝑗 + (1 − 𝛿)𝐟𝑖,𝑗  for 𝑗 = 1, 2, … , 𝑀.  (5) 

Finally, M reconstructed features are aggregated to obtain the final representation for i-th input 

sample 

 𝐲𝑖 = ∑ 𝐲𝑖,𝑗
𝑀
𝑗=1  (6) 

where 𝐲i ∈ RDrepresents the expression feature for i-th face image. 

3.3.3.  Expression prediction. Expression prediction module is used to perform the final classification 

of the facial expression. It is implemented by a simple Multilayer Perceptron (MLP) [3] that maps from 

features of dimension D to 7, where each entry of the output represents a probability being one of the 

seven emotions. 

3.3.4.  Joint loss function. We used the following defined joint loss function in this paper, 𝐿 = 𝐿𝑐𝑙𝑠 +
𝜆1𝐿𝐶 + 𝜆2𝐿𝐷 + 𝜆3𝐿𝑊   where 𝜆1, 𝜆2, 𝜆3 are the coefficients of the loss terms. 𝐿𝐶𝑙𝑠 is the classification 

loss, which is opted as the cross-entropy loss between ground truth and predicted expression category.  

𝐿𝐶 is the compactness loss for feature destruction, which is defined as: 

 LC =
1

N
∑ ∑ ‖𝑙𝑖,𝑗 − 𝑚𝑎𝑡ℎ𝑏𝑓𝑐𝑗‖

2

2𝑀
𝑗=1

𝑁
𝑖=1  (7) 

where N is the batch size, M is the number of latent features. L_D is the distribution loss for intra-feature 

modelling: 

 LD =
1

N
∑ ‖𝒘𝑖 − 𝒘𝑘𝑖

‖
2

2𝑁
𝑖=1  (8) 

where N  is the batch size, 𝒘𝑖 = [𝛼𝑖,1, 𝛼𝑖,2, …, 𝛼𝑖,𝑀] and 𝒘𝑘𝑖
∈ R𝑀 represents the class centroid 

corresponding to the 𝑘𝑖-th expression category.  LW is the L2 penalty for all parameter weights:  

 J = J0 +
λ

2𝑚
‖𝑤‖2

2 (9) 

4.  Experiment setting 

4.1.  Dataset description & pre-processing 

In this study, we employ the Extended Cohn-Kanade (CK+), RAF-DB, and MS-CelebA [18] databases. 

327 video clips from regulated lab conditions are included in CK+. The training set and test set were 

built using the three peak expression frames from each expression sequence, yielding a total of 981 

pictures. RAF-DB is a real-world Facial Expression Recognition (FER) database that has 30,000 photos 

that 40 trained human labellers have annotated with simple or complex emotions. In our experiment, 

photographs containing six fundamental expressions and one neutral expression are employed. 3,068 

photos are used for testing and 12,271 images are used for training in RAF-DB. The CUHK's MS-
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CelebA (also known as CelebA) open data set includes 202,599 photos of 10,177 celebrity identities, 

each with a size of 178×218 and with clear labels. This dataset exhibits various facial attribution, such 

as eyes, nose, and mouth, which serves as a prior guide for training our model’s feature extractor. Hence, 

the ECANet backbone network (ECA+ResNet-18) of our proposed network is pretrained on CelebA to 

reduce the training time and improve the accuracy of the trained model using optimized weights. 

During training process, both images from CK+ and RAF-DB are randomly cropped to the size 

224×224, and then being transformed with random horizontal flip. Following it, a random rotation and 

a random crop are applied to the previously transformed data. Then, the normalization is applied to 

better decrease the computational complexity. At the last step, random erasing is applied to the dataset, 

which is shown to be effective for avoiding data overfit. 

During validation process, the pre-processing is relatively easier than that of training process. For 

the original data which has been initially crop to 256×256, we perform a central crop to the size 224×224, 

and then apply the normalization. 

As shown in figure 5, the augmented training data are listed as seven classes. 

4.2.  Implementation detail 

In both training and testing stages of data augmentation, the images are all converted to the size 224×224. 

Images in CK+ and RAF-DB dataset are fed into the model by the method Batch Normalization (BN) 

and the batch size is 32. We train our baseline model in NVIDIA GeForce RTX 3080 for 60 epochs in 

both RAF-DB and CK+ dataset. The optimizer we choose is Adam and the initially learning rate is 

0.0001 and a 0.1-factor decline every 7 epochs. Apart from these, the baseline model (ResNet-18+FDRL) 

has the same set of hyperparameter settings. In addition, we utilize 10-fold cross-validation for both 

datasets to evaluate the model more effectively and avoid experimental contingency. 

5.  Results and discussion 

In this section, we provide more detailed about the proposed model performance in our experiment, 

including overall performance in sec. 5.1 and ablation study in sec. 5.2. 

5.1.  Overall performance 

5.1.1.  Model performance and comparison with state-of-the-art. Our proposed models follow the 10-

fold cross-validation protocol, as shown in Figure 6, for RAF-DB dataset, the training accuracy curve is 

smooth and eventually reaches convergence easily. However, there is a crossover between training curve 

and testing curve on about 26 epochs, which means there exists slight overfit problem; for CK+ dataset, 

even though the performance on validation set fluctuates in a huge degree, as it may be due to less 

available samples or a large learning rate, both the validation accuracy and loss converge and match to 

the training performance. 

 

Figure 5. The augmented training data. 
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As shown in Table 1, the highest accuracy achieved by our model is 89.13% on RAF-DB dataset and 

99.71% on CK+ dataset. Therefore, the experiment shows that our hybrid model competes with other 

state-of-the-art models. 

5.1.2.  Visualization. As shown in figure 7, the confusion matrix directly reflects the relationship 

between true label and predicted label. For CK+ dataset, the diagonal line of its confusion matrix is 

closed to 1 and the other area is closed to zero, meaning that the overall classification accuracy reaches 

to nearly 100%. For RAF-DB dataset, the diagonal line of its confusion matrix is also the darkest of the 

whole area. But compared to the confusion matrix of CK+ dataset, the True Prediction (TP) block is 

shallower, which has lower accuracy than that. It should be noted that our model still fails at some hard 

negative examples. For example, the “Fear” class only achieves an accuracy around 65%. But overall, 

our model achieves a high accuracy in both CK+ (99.706%) and RAF-DB (89.13%) dataset. 

 

Figure 6. The accuracy curve of training and testing process (left: RAF-DB; right: CK+). 

Table 1. 7 expression categories comparison study with other cutting-edge work on both CK+ (left) 

and RAF-DB (right) dataset, bolded results are the most effective. (7) and (6) indicate that CK+ uses 

seven expression categories and six expression categories, respectively. 

CK+ RAF-DB 

Method Accuracy (%) Method Accuracy (%) 

PPDN [19] 97.30 (6) IACNN [20] - 

IACNN [20] 95.37 (7) DLP-CNN [21] 84.13 

DLP-CNN [21] 95.78 (6) IPA2LT [22] 86.77 

IPA2LT [22] 92.45 (7) SPDNet [23] 87.00 

DeRL [24] 97.37 (7) RAN [25] 86.90 

FN2EN [26] 98.60 (6) SCN [27] 87.01 

DDL [28] 99.16 (7) DDL [28] 87.71 

Baseline 99.54 (7) Baseline 88.47 

FDRL-ECANet (proposed) 99.70 (7) FDRL-ECANet (proposed) 89.13 
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To better demonstrate the interpretability of the model, Grad-CAM is utilized to investigate the 

salient regions of model’s attention when performing prediction. From the attention map on the Figure 

8, one can see that our proposed network pays more attention to mouth and eyes. Since it’s intuitive and 

natural to focus the subtle difference on these regions, the performance results of our model would work 

as expected. 

5.2.  Ablation study 

To verify the contribution of FDRL and ECA to the proposed model, we conducted ablation experiments. 

As shown in Table 2, the ECAResNet-18 (w/o FDRL) on the table only got the accuracy of 83.43% on 

RAF-DB dataset, while it only got 93.43% on CK+ dataset. It is about 5.7% less than the proposed 

model FDRL-ECANet on RAF-DB dataset and about 6.3% less than the proposed model on CK+ dataset. 

Even though the results don’t show an obvious contribution from ECA alone, still a slight improvement 

can be observed. On the RAF-DB dataset, the baseline model has an accuracy of 88.47%, which is only 

0.65% less than that of our proposed model FDRL-ECANet. On the CK+ dataset, the baseline model 

has an accuracy of 99.54%, which is only 0.16% less than that of our proposed model FDRL-ECANet. 

This ablation study draws two conclusions. First, both ECA and FDRL module can improve the 

performance for a model to do facial recognition task. Second, both the baseline and ECA alone show 

no sign of performing better than our proposed model.  

6.  Conclusion 

In this paper, we proposed a hybrid model of channel attention and feature manipulation to improve the 

model accuracy of facial expression recognition (FER) by combining an efficient channel attention 

(ECA) module with a convolutional neural network residual network ResNet-18 and a feature 

 

Figure 7: Confusion matrix (Left: CK+, Right: RAF-DB). 

Table 2. The result of the ablation study. 

Method 
CK+  

Accuracy (%) 

RAF-DB 

Accuracy (%) 

w/o ECA (baseline) 99.54 88.47 

w/o FDRL 93.43 83.43 

FDRL-ECANet (proposed) 99.70 89.13 
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decomposition and reconstruction learning (FDRL) module. We pre-trained the first part of the 

backbone network ECAResNet-18 on the MS-CelebA dataset and used the ECA module to help better 

extract the features of the input images from both the CK+ and RAF-DB datasets. The extracted features 

were then fed into the second part FDRL module to extract intra- and inter-class relationship information 

and obtain the output results. Our experiment results demonstrate that our model can perform better than 

the reference model (ResNet-18+FDRL). Both the FDRL and ECA modules can work hard to increase 

the accuracy of the task of classifying emotions. Our experimental findings demonstrate that the model 

performs at the cutting edge on both the CK+ and RAF-DB datasets. In the future, our work will more 

focus on developing novel approaches to better solve the challenge and deploy it in a real-world setting. 
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