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Abstract. Games have become an important place for testing Artificial Intelligence (AI). 

Minimax and Alpha-Beta Pruning are two common and basic algorithms implemented in game 

AIs. However, there are still limitations of the searching time and searching depth. This paper 

strives to improve the game AI with a Heuristic Algorithm to optimize both the searching time 

and depth. The experiment consists of three AIs built with Minimax, Alpha-Beta Pruning, and 

Heuristic Algorithm to evident the improvement. These AIs are built to play a traditional Chinese 

zero-sum game, Gobang, which can be seen as an enhanced version of tic-tac-toe but more 
advanced. The data is collected when AIs compete with each other. Comparing the search time 

of three AIs, there is significant improvement of AI implemented Heuristic Algorithm; the 

median search time for Heuristic AI is only half of the Alpha-Beta Pruning AI, and only quarter 

of the Minimax AI. Moreover, because the search time decreases, the searching depth of the 

Heuristic AI can also be increased. With the larger searching depth, the Heuristic AI also gains 

a higher winning rate against the other two AIs. 
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1.  Introduction 

Artificial intelligence (AI) has become more popular in the past decade and more research focuses on 

the interdisciplinary area of AI; some of its applications include auto-driving, medical, financial field, 
and others [1-6]. Researchers strive to enhance the AI to human-level thinking. In recent years, since 
the success of AlphaGo [7, 8], many AIs are tested with video games because it is an efficient and 
valuable method to improve the performance of AI [9, 10]; the best type is the board games. Board 
games have been an entertainment for people for centuries, they play an important role in different 
cultures and societies. Board games can simulate many aspects of real life, and they are composed of 
tactics, luck, and strategy. With the enormous possible decisions, board games have become an active 
area for the research and evolution of AI. People today can access many traditional board games from 

the computer; with the high-performance processor of computer and powerful AI algorithms, the 
opponent has become nearly invincible. 

There are many algorithms that help to build a robust AI. A common algorithm used in these game 
AIs is the Minimax Tree, which is a decision theory that minimizes the possible loss with a worst-case 
scenario and maximizes the minimum gain. Making such a decision does not require assumption on the 
uncertainty of the opponents. However, the minimax tree considers all the decisions that will occur, so 
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its time complexity is 𝑂(𝑏𝑛) and the space complexity is 𝑂(𝑏𝑛), where b is the number of legal moves 
at each point and n is the maximum depth of the tree. This means that the time complexity for it to search 
for the right decision will grow exponentially as the depth increases. To resolve this problem, alpha-
beta pruning is implemented to accelerate the search. Alpha-beta pruning is an algorithm that reduces 
the number of the nodes in the Minimax Tree; it prunes the branches that are theoretically useless, 

therefore, the overall algorithm only needs to examine 𝑏𝑑/2 nodes of the tree, where d is the depth of a 
node. Nevertheless, tactics and strategies can be applied to further accelerate the search and increase the 
winning chance. In this paper, it focuses on implementing minimax tree and alpha beta pruning with 

tactics and strategy in various board games and examines the AI’s decisions through the game. To 
support the research with precise data, a traditional Chinese board game, Gobang, is used to test the AI. 
Gobang is a two-player game that does not require any luck to win. 

2.  Method 

Gobang is an ancient strategy board game from China. Gobang is played between two players; the 

players choose either black or white stone and take turns to place one stone on a 15x15 game board each 
time. The objective of gobang is to form a row of five consecutive stones of one color; the formation 
can be in horizontal, vertical, or diagonal. There are some variants of Gobang that exist nowadays, 
including Free-style, Standard, and other professional versions. In the Free-style version, players don’t 
need to pursue the line of exact five stones, which means one can still form a line of six or more 
consecutive stones of the same color. In the standard version, players must pursue the line of exactly 
five stones and the line of six or more consecutive stones of the same color can’t be regarded as a win. 

Although the rule is simple for this game and it seems like an enhanced version of tic-tac-toe, it is a 
complicated game and requires more advanced tactics.  

In this paper, the Gobang AI is built with the Free-style rule based on the Minimax Search Tree, 
Alpha Beta Pruning, and tactics (Heuristics Algorithms). There are three versions of AI: AI with only 
Minimax Tree (Minimax AI), AI with Minimax Tree and Alpha-Beta Pruning (Alpha-Beta AI), and AI 
with both algorithms plus specific Heuristics Algorithms (Heuristic AI). The experiment will show the 
efficiency of implementing Alpha Beta Pruning and the increasing winning chance with specific tactics. 

Minimax Tree can be used to find the best value for the player in each range of step prediction. The 
tree is formed with two kinds of layers: the max layer and the min layer. The max layer is the computer’s 
turn, so it will consider only the largest value which optimizes the current situation and search for the 
maximum score in the level. The min layer is the opponent’s turn; since the opponent will try to find the 
best move, the AI should consider the worst case, therefore, the AI should predict the best value for the 
opponent. Scoring from the AI perspective, based on the scoring method, the smaller the score is, the 
higher possibility for the opponent to win, thus the AI will search for the minimum score in the level. 
With the Minimax Tree, the AI can infer all the possible steps. However, AI search with Minimax Tree 

is an efficient method in simple games such as tic-tac-toe, which only has a small number of possible 
board positions, but for games with numerous possible positions. Using gobang as an example, there are 
already 255 possible moves in the first step, 255*254 in the second, 255*254*253 in the third, and so 

on; therefore, for nth layer of prediction, the moves to consider will be 
255!

(255−𝑛)!
 , and the time complexity 

will also increase exponentially. To resolve the problem mentioned in Minimax Tree, the AI will also 
implement the Alpha Beta Pruning to accelerate the searching time.  

Alpha-Beta pruning is a search algorithm to reduce the number of nodes in the Minimax search tree. 
When the algorithm calculates that the subsequent development of the policy is worse than the previous 
one, it stops calculating the subsequent development of the policy. This algorithm gives the same results 
as Minimax search but removes the branches that do not affect the final decision. It is a depth-first search. 
Alpha records the minimum score allowed by a node, and beta records the maximum score. The score 
is backtracked from the leaf to the root. Alpha-Beta pruning can be separated as alpha pruning and beta 

pruning. Alpha pruning is when the β value of a Min node is less than or equal to the α value of any 
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parent node, all children of the node are clipped. Beta pruning is when α value of a Max node ≥ β value 
of any parent node, all children of the node are clipped. 

Although using Alpha-Beta Pruning optimizes time complexity, the searching depth of the is still 
limited and so the AI can only make decisions with a small portion of possible states, it is called the 

horizon effect. Heuristic Algorithms can be implemented to expand the searching depth and resolve this 
problem. Figure 1 is an example of Minimax Tree without Heuristic Algorithm. In this case, the Alpha-
Beta prunin can only prune the last branch. Figure 2 is the Minimax Tree build with Heuristic Algorithm. 
The logic is to evaluate the score of node A, B, and C, then sort in descend order when generating the 
Minimax Tree, this can optimize the time of Alpha-Beta Pruning. 

 

Figure 1. Minimax tree without Heuristic algorithm. 

 

Figure 2. Minimax tree implemented Heuristic algorithm. 

The tactic used for the Heuristic Algorithms is to rank the higher winning stone formation in the 

Minimax Tree, then continue searching with the top nth cases. Alpha-beta pruning can reduce a tree size 

𝑏𝑑 to 𝑏𝑑/2, with a perfect heuristic algorithm, the tree size can be reduced to d. The Heuristic Algorithm 
design for this Gobang AI evaluates the formation that has a higher score first, then only evaluates the 
cases of the high scores. Figure 3 shows the high score formation to prioritize during the evaluation. The 
first one is live-four, it is a definite win with this formation. The second and third are strike-four, if there 
can be two strike-four forms at the same time, it is also a definite win. The fourth and fifth are live-three, 
which can form either live-four or strike-four.  

 
Figure 3. High score stone formations. 

3.  Result and Discussion 

For Minimax Tree, the time complexity of minimax is 𝑂(𝑏𝑚), it is obvious that the time complexity for 
one step of the Gobang AI with only the Minimax Tree is very large; as the searching depth of the 
Minimax Tree expands, the time for one step without Alpha-Beta Pruning increases exponentially. 
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When running the AI with the searching depth of 4, it is nearly impossible for the AIs to complete a 
game because the time for one step is already very long. 

By implementing the Alpha-Beta Pruning with the Minimax Tree, the time complexity has largely 
shortened. In Figure 4, with the sample of 100 turns, the average time for one step of the AI optimized 

by Alpha-Beta Pruning, 0.22 sec, has accelerated 300% compared to the AI with just the Minimax Tree, 
0.66 sec. Image 3.2 shows one game between the Minimax and Alpha-Beta AI, and it is evident that the 
Alpha-Beta AI is faster. When the searching depth is 2, 96% of step’s time complexity of the AI with 
Alpha-Beta Pruning fall between 0.04 and 0.49, and 99.5% in 1 second, whereas only 76% of AI with 
just Minimax Algorithm’s step time complexity are in 1 second. However, even with Alpha-Beta 
Pruning, when the searching depth reaches 4, the time for one step is still too long to wait. The main 
problem of this is the instability of Alpha-Beta Pruning as the Minimax Tree grows larger during the 
game and the disarrangement of the prediction cases in the tree. 

 

Figure 4. Searching time of different AI with Depth 2. 

 

Figure 5. Heuristic AI searching time of different depth. 

To further accelerate the time for one step, tactics need to be implemented during the pruning. The 
Heuristic Algorithm can promote the Alpha-Beta pruning by ordering the high score formation of stone 
in the Minimax Tree first. In Figure 5, comparing Heuristic AI with the other two AIs, it shows a 
significant decrease in time. The median time for one step of the Heuristic AI is only half of the Alpha-

Proceedings of the 3rd International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/6/20230498

1146



Beta AI, and a quarter of the Minimax AI. Decrease in searching time means that the searching depth 
can be expanded deeper. As shown in Figure3, the searching depth of the Heuristic AI can be increased 
to 10 or larger with the number of high score considerations to be decreased, and the game can still be 
finished. In the Minimax Tree, deeper searching depth increases the chance of winning because it can 

evaluate more possible cases of the game. In the total of 20 games, the Heuristic AI beats the Alpha-
Beta AI 8 times out of 10 when Heuristic AI goes first, and 7 times out of 10 when Alpha-Beta AI goes 
first; a total of 15 times out of 20. 

There can be more improvements made on the score evaluation part to increase the winning rate and 
run time stability of the Heuristic AI. The problem is that with limited high score considerations, the 
algorithm may prune branches that may contain higher scores for the opponents. This is narrowing the 
prediction cases of the AI. An extreme case is with 20 search depths but only take the 1 high score 
consideration; there are many possibilities after the 1 high score case that the opponent has higher 

winning chance, but the Heuristic Algorithm prunes those branches. 

4.  Conclusion 

As the data has shown, Alpha-Beta Pruning and Heuristic Algorithms can optimize the efficiency of the 
Minimax Tree AI and increase the winning rate with deeper depth search. It is obvious that only with a 

Minimax Tree, it is hard for the AI to “think further” due to limitations of hardware. However, with 
Alpha-Beta Pruning and Heuristic Algorithms, the Gobang Minimax AI has been enhanced. The 
combination of these algorithms produces an AI with higher winning rate, deeper search depth, and 
stabler run time. The heuristic of this Gobang AI can also be implemented in other boards with the same 
strategical idea. This AI is designed to maximize the benefit when facing unknown decisions of the 
opposite; at the same time, it can accelerate the time to make decisions. Because of these characteristics, 
this model of AI can also be implemented in other fields of decision making.  
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