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Abstract. Traffic sign recognition (TSR) is the basic technology of the Advanced Driving 

Assistance System(ADAS) and intelligent automobile, while a highly qualified feature vector 

plays a key role in TSR. Therefore, the feature extraction of TSR has become active research in 

the fields of computer vision and intelligent automobiles. Although deep learning features have 

made a breakthrough in image classification, it is difficult to apply to TSR because of its large 

scale of training dataset and high space-time complexity of model training. Considering visual 

characteristics of traffic signs and external factors such as weather, light, and blur in real scenes, 

an efficient method to extract high-qualified image features is proposed. As a result, the lower-

dimension feature can accurately depict the visual feature of TSR due to its powerful descriptive 

and discriminative ability. In addition, benefiting from a simple feature extraction method and 

lower time cost, our method is suitable to recognize traffic signs online in real-world applications 

scenarios. Extensive quantitative experimental results demonstrate the effectiveness and 

efficiency of our method.  

Keywords: Traffic Sign Recognition, Advanced Driving Assistance System, Neural Network, 

Feature Extraction. 

1.  Introduction 

The TSR function reduces the possibility of drivers not complying with traffic regulations such as stop 

signs, and avoids illegal left turns or other unintentional traffic violations, thus improving safety. These 

systems need flexible software platforms to enhance detection algorithms and adjust them according to 
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traffic signs in different regions. In the underdeveloped stage of transportation facilities, maps and smart 

cities, the recognition of traffic signs is also one of the highlights of camera sensors. 

Traffic sign recognition system generally includes two parts: detection and recognition. Generally, 

the detection uses the shape and color features of traffic signs to extract traffic signs from natural scenes. 

Recognition is to identify the content of the detected traffic signs [1]. Traffic sign recognition is of great 

significance in standardizing traffic behavior and ensuring safe driving. Traffic signs are usually located 

in outdoor complex environmental conditions, and the recognition process is easily affected by 

environmental lighting and direction rotation. 

Traffic sign recognition system is an important part of intelligent transportation system and advanced 

assistant driving systems. Improving the accuracy and real-time of traffic sign detection and recognition 

algorithm is a key problem to be solved in the process of practical application. The accuracy of the 

algorithm is a very important factor in the research of traffic sign recognition. The wrong recognition 

results can not only play a role in assisting driving, but also lead to serious safety accidents. The real-

time performance of the algorithm determines whether the research results can be transformed into 

products with practical application value [2]. In the face of the increasing number of cars, high traffic 

safety accidents and the realistic pressure of constantly improving the driving intelligence of cars, it is 

of great significance to carry out research on traffic sign detection and recognition technology aimed at 

real-time application to increase driving safety. 

In recent years, deep learning, especially Convolution Neural Networks (CNN), has achieved great 

success in object recognition and classification [3]. German Traffic Sign Recognition Benchmark 

(GSTRB) dataset, including 39,209 training images and 12,630 test images, provides a considerable 

amount of data for deep learning to train [4], resulting in a high classification accuracy. The CNN-based 

method with spatial transformation and learned color receives an accuracy score of 99.59. However, 

those training methods have three obvious drawbacks: complex structure, requirement of a great amount 

of parameters and time. 

In our method, we extracted features from HOG and color histogram based method. After that, we 

improve those HOG and color histogram-based features by utilizing Principal Component Analysis 

(PCA), which can help us to achieve the purpose of dimension reduction. We also use the GSTRB 

dataset, which includes traffic signs in different environments (fog, rain, light levels, shadow, and 

twilight). 

2.  Background 

Traffic Sign Detection (TSR) contains two main parts, detection and classification. The detection stage 

selects the Region of Interest (ROI), areas that can help us do classification, in pictures, while the 

classification stage takes ROI as input and identify the class of the sign in the picture. 

2.1.  Detection 

The two most common ways of doing detection are color base and shape base. Base on these methods, 

hybrid methods perform both color and shape base detection to reduce error. Under proper conditions, 

these methods are accurate and efficient. However, Machine learning methods were applied in recent years, 

and after training and adjustment, it can achieve higher accuracy. 

2.1.1.  Color base. Color is the most obvious feature, hence easy to extract, but easily influenced by 

illumination and weather. The color distance method is used in this article to extract certain colors, 

which calculate the Euclidean distance of pixels’ color value in RGB color space [5]. In other articles, 

Hue-Saturation-Intensity (HSI) Hue-Saturation-Value (HSV) and YCbCr color space were used to off- 

set the illumination effect on traffic signs, and because these color space each have an independent value 

that represents brightness, the accuracy is quite decent [6-8]. The authors in this article use white balance 

to even illumination conditions in different pictures [9]. 
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2.1.2.  Shape base. Compared to the color base methods, shape base methods are less sensitive to 

illumination, hence more stable. Hough transform is used by authors in [10]. It’s a mathematical method 

that detects relations between pixels and checks for certain shapes. A threshold is also used, if the 

number of points on a line above the threshold is too large, it won’t be computed, and time can be 

saved. In another article, radial symmetry transformation is used [11]. By converting images into 

greyscale, then calculating gradient, magnitude, and direction for each pixel, we can get two maps 

respectively for magnitude and direction. Shapes can be detected by polarising maps using thresholds. 

2.1.3.  Hybrid base. Under some circumstances, object in background with similar color or shapes to 

traffic sign may contribute to inaccuracy in the detection result, so some authors combined color base 

and shape base methods to avoid this. 

In this article, authors used RGB ratios to perform color segmentation, then Douglas-Peucker 

algorithm is used to identify shapes, hence reduce interferences caused by similar color in the 

background [12]. In another article, HOG feature, and color histogram feature were extracted, converted 

to a one-dimensional vector, then added together [2]. In this case, higher dimensional feature vectors 

make the detection less likely to went wrong. 

2.1.4.  Deep learning. Deep learning methods can be very accurate, but they usually requires tons of 

data, time, and computing power to train. Authors in their article used Support Vector Machine (SVM) 

to classify the pixels, and achieve decent accuracy, but the process is relatively slow [13]. There are 

also authors trained two Fully Convolutional Network (FCN) and use them simultaneously, one does 

detection only, the other one do detection and classification simultaneously [14]. Faster R-CNN is also 

used, but the result showed that this method is neither fast nor accurate [15]. 

2.2.  Classification 

2.2.1.  Base on color and shape. color and shape of a traffic sign is enough to get information, we just 

need to extract them. Color is easy to get, while extracting shapes is more complex. In one article, 

circularity, a variable that has value 0 for a perfect circle and becomes higher with more non-circular 

shapes, is calculated [16]. A threshold is then applied to determine the shape. Distance to Border (DtB) 

is also used together with a SVM to identify the shape [5]. Four DtB vectors were used to represent 

distances from the sign to four corners of the picture, and then they were classified by SVM. 

2.2.2.  Base on deep learning. Many Deep learning methods can be used to classify traffic signs without 

other algorithms. Hence they are really popular. Support Vector Machine (SVM), convolutional neural 

network (CNN) and radial-based neural networks [17] all have been used, and SVM seems to be the most 

popular one [17-19]. 

2.3.  State-of-the-art 

Instead of using one of two properties (color and shape) to select ROI, State-of-the-art used a different 

method [2]. It extracts both HOG feature and color histogram feature, then combines them, uses principle 

component analysis (PCA) to reduce dimensions of feature vectors to speed up the process, and finally, 

use SVM to classify Traffic signs. A combination of both color and shape information can increase the 

accuracy of the model, and without using Deep-learning in the detection part, it doesn’t require too much 

data and training time, hence more efficient. 

3.  Approach 

Overarchingly, using the deep learning feature is the most ideal approach to pro- cess and recognize 

images since it generates a greater accuracy in object detection, image classification, Simultaneous 

Localization and Mapping (SLAM), and semantic segmentation compared to traditional image processing 

techniques. However, it is not always the most significant approach, especially for traffic sign 
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recognition. Compared to deep learning, traditional feature extraction methods could conduct a 

timesaving and robust process that may perform better on TSR [2]. In this project, color histograms and 

HOG are used to extract the color and shape features of images of different traffic signs. PCA is used to 

reduce the dimension to reduce overfitting and improve algorithm performances. The result is put into the 

SVM classifier for recognition. 

3.1.  HOG method 

For shape features, we mainly use the Histogram of Oriented Gradient (HOG) features. It is a feature 

descriptor that uses the distribution of directions of gradients to generate a histogram. By combining the 

blocks of gradients divided from the graying images, the HOG features can be generated [20]. The main 

method is described below. Firstly, an input image will be converted to a three-dimensional grayscale 

image with x-axis, y-axis, and z-axis. Then, the image will be normalized using Gamma correction 

method, which can adjust the contrast ratio and to minimize the effect caused by shadow and 

illuminations [21]. The magnitude and the direction of each pixel are calculated to obtain the edge and 

the image is divided into small cells composed of a matrix of pixel. After combining cells into several 

blocks, the HOG descriptor of such areas can be generated. The overall HOG will be constructed by adding 

the sub descriptors together [22]. Figure 1 shows the result of feature extraction done by HOG. 

3.2.  Color histogram based method 

For color based method, we use color-histogram-based method, and both RGB and HSV color space are 

included. The color histogram of an image can provide a solid result of how different colors are reveled and 

how many pixels are in these colors [23]. In RGB scale, images are divided into three channels which are 

red, green, and blue.The HSV color space can be represented as a three-dimensional hexcone, where the 

central vertical axis represents intensity which takes a value between 0 and 255 [24]. Basically, within 

the hexcone model, colors are set in range of 360 degrees where red starts from 0 degree, green’s from 

120 degrees and blue starts from 240 degrees [25]. By examining the hue of the colors in the cube 

around the axis, it generates a characterization of hue, saturation and brightness. A histogram is built by 

dividing the color space into small bins and counting the number of pixels in each of the bins [2]. The 

following graph shows the color extraction done by Color histogram for the same image in Figure 2. 

 

Figure 1. Feature extraction done by HOG. 

 

Figure 2. Color extraction done by Color histogram. 
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3.3.  PCA method (dimension reduction) 

After getting the features applying color histogram and HOG, we find that the dimensions of the 

features are too high. In that case, it is difficult to compute the raw data. Therefore, we decide to use 

the Principle Component Analysis (PCA) to reduce the dimension. The principle of how PCA works is 

that it helps find out the correlation between the feature extracted and image itself. Therefore, by 

reducing a tremendous amount of irrelevant and repeating errors, it can efficiently decrease the difficulty 

of computing and reduce the run time [26]. Moreover, in this project, We use a nonlinear principle 

components analysis. As shown in figure 3 below, kernel PCA can resolve more complicated data 

patterns by projecting the data into a higher dimension. By increasing the higher exponential of the data’s 

function, kernel PCA helps create an efficient transformation to make the highest exponential of the 

original function become linear using the kernel function [27]. The methods are explained in the function 

below. In the projected features, the eigenvalues and eigenvectors can simply be written as 

 𝑉𝑘 = ∑ 𝑎𝑘𝑖
𝑁
𝑖=1 𝜙(𝑥𝑖) (1) 

The resulting kernel principle components can be generated using 

 𝑦𝑘(𝑋) = 𝜙(𝑋)𝑇𝑉𝑘 = ∑ 𝑎𝑘
𝑁
𝑖=1 𝑖𝐾(𝑋, 𝑋𝐼) (2) 

The polynomial matrix can be written as 

 𝑘(𝑥, 𝑦) = 𝜙(𝑥𝑖)𝑇𝜙(𝑥𝑗) (3) 

The projection of features can be operated by the projection operator. 

 

Figure 3. Difference between PCA and kernel PCA. 

3.4.  SVM classifier 

 𝑃𝑚𝜙(𝑋) = ∑ 𝑦𝑘(𝑋)𝑉𝑘
𝑚
𝑘=1  (4) 

In this project, we use the support vector machine(SVM) as the classifier. SVM classifier can change the 

dot production operation to the kernel function, which sufficiently distinguishes and eliminate the 

similarity of the distribution [18]. In general, the radial basis function and polynomial function are the 

popular choices of functions. For radial basis function, it can reflect the complexity of the model. 

Therefore, it can be used for most of the models with appropriate parameters [28]. However, it 

usually requires a large amount of memory which is expensive to compute. The polynomial kernel 

function can speed up the computing process with a little loss of accuracy compared with radial basis 

function [29]. At this time, we choose the polynomial kernel since it matches the purpose of efficiency. 

The polynomial kernel with power 2 is calculated in formula 1 below: 

𝐾(𝑥, 𝑦)  =  ∑ (𝑥𝑖𝑦𝑖 + 𝑐)2 𝑛
𝑖 = 1 =  ∑ (𝑥𝑖

2)(𝑦𝑖
2) + ∑ ∑ (√2𝑖−1

𝑗=1
𝑛
𝑖=2

𝑛
𝑖=1  𝑥𝑖𝑥𝑗)(√2 𝑦𝑖𝑦𝑗) +

∑ (√2𝑐𝑛
𝑖+1 𝑥𝑖)(√2𝑐𝑦𝑖) + 𝑐2  (5) 
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4.  Experimental results 

4.1.  Data-set description 

The data-set we applied to our research is called German Traffic Sign Recognition Benchmark (GTSRB). 

The training data-set is composed of totally 42 different class folders. The average count of Images in each 

class folder is around 250 above. Also, inside the testing data-set, no specific classes folder well arranges 

these images. 155 images belonging to different classes were mixed. This briefly describes the situation 

of our picked GTSRB data-set. 

4.2.  Experiments 

Our experiment was conducted in the CoLab virtual environment. Our team selected 3779 traffic sign 

images from the first 9 different classes for training purposes. The average count of Images for training 

purposes from each class is 200 above. For testing purposes, our team randomly selected 43 images 

among images in the testing data-set in the range of the first 9 different classes. The algorithm applied 

in the experiment is Support Virtual Machine (SVM) [18]. Our team picked the polynomial kernel to 

train the model. Also setting the degree of polynomial kernel equal to 3 and c value equal to 120. Before 

training the model, our team proposed some hypotheses to extract the useful feature information hidden in 

images according to the steps mentioned in the research [2]. 

4.2.1.  Experiment1: Training RGB&HOG features. We first extract the RGB color-histogram as a 

vector concatenate to the extracted HOG feature vector and use the combined feature vector of each 

image to train our model by using the polynomial kernel without the dimension being reduced. The test 

results on 43 test images are as follows (see Figure 4): 

Table 1. Experimental result of testing RGB&HOG features. 

IMAGE FEATURE Poly_accuracy_rate Poly_F1 Poly_precision Poly_recall_rate Time spending 

RGB&HOG 72.09% 70.88% 74.0% 72.0% 108s 

 

Figure 4. Result visualization of testing RGB&HOG features. 

4.2.2.  Analysis of Experiment1. As table 1 shown, testing on RGB color histogram plus extracted HOG 

feature vector did not reach up to 90% accuracy. Our team thinks training data in each given class is still 

not larger enough to detect a robust and distinct feature pattern to classify the test images; that’s why the 

accuracy rate is sort of worse. 

4.2.3.  Experiment2: Training HSV&RGB&HOG Features. We then extract the HSV color-histogram 

as a vector concatenate to the RGB color-histogram and the extracted HOG feature vector, then use this 

combined feature vector of each image to train our model by using the polynomial kernel without the 

dimension being reduced, the test results on 43 test images are as follows (see Figure 5) 
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Table 2. Experimental result of testing HSV&RGB&HOG features. 

IMAGE FEATURE Poly_accuracy_rate Poly_F1 Poly_precision Poly_recall_rate Time spending 

HSV&RGB&HOG 72.09% 70.88% 74.0% 72.0% 117s 

 

Figure 5. Result visualization of testing HSV&RGB&HOG features. 

4.2.4.  Analysis of Experiment2. As table 2 shown, testing on HSV color-histogram plus RGB color-

histogram plus HOG feature vector presents the same result as table 1 shown. So, we think RGB color 

space is already good enough to describe the color information since there is no boost in accuracy rate by 

applying both HSV and RGB color histogram as two additional feature vectors. 

4.2.5.  Experiment3: Training HSV&RGB features. We also tried only color spaces to train the model. 

Meaning we only concatenate vectors of extracted RGB color-histogram and HSV color-histogram of 

each image without dimension being reduced, the test results on 43 test images are as follows (see Figure 

6): 

Table 3. Experimental result of testing HSV&RGB features. 

IMAGE FEATURE Poly_accuracy_rate Poly_F1 Poly_precision Poly_recall_rate Time spending 

HSV&RGB 74.42% 72.87% 76.0% 74.0% 6s 

 

Figure 6. Result visualization of testing HSV&RGB features. 

4.2.6.  Analysis of Experiment3. As table 3 shown, testing on HSV color-histogram plus RGB color-

histogram feature vector seems to increase a 2% accuracy rate compared with results from both table1 

and table2. Also, the training time was drastically shrunk. So, we think the extracted HOG feature vector 

must be the only obstacle to lowering the training efficiency and testing correctness. That makes sense, 

when trying to extract the HOG feature, our team sets the cell size to 16 long, and the number of bins to 

8. Under these given values, some specific feature patterns have already gone. For example, the feature 

pattern of numbers two and three became so ambiguous to recognize. That’s a trade-off, if our team 

makes the individual feature pattern distinct and recognizable, the cell size parameter will be increasingly 

smaller. The smaller the cell size is, the larger the feature vector will be. Currently, the feature vector 

size of HOG is below 20,500. We have tried if we change the cell size to 8 long, the feature vector size 

will be 90,000 above. Therefore, the time used for training model increased. 

Proceedings of the 3rd International Conference on Signal Processing and Machine Learning
DOI: 10.54254/2755-2721/6/20230891

1688



 

 

4.2.7.  Experiment4: Testing Differences After Reducing Feature Dimension(PCA) [30]. We also tried 

the PCA dimension reduction algorithm on the input feature matrix used for training purposes. 

Vertically comparing the previous results without dimension reduced, the testing results are now as 

follows (see Figure 7, Figure 8, Figure 9): 

Table 4. Experimental result of testing RGB&HOG features after applying PCA. 

IMAGE FEATURE Poly_accuracy_rate Poly_F1 Poly_precision Poly_recall_rate Time spending 

RGB&HOG 27.91% 27.45% 30.0% 28.0% 16s 

 

Figure 7. Result visualization of testing RGB&HOG features after applying PCA. 

Table 5. Experimental result of testing HSV&RGB&HOG features after applying PCA. 

IMAGE FEATURE Poly_accuracy_rate Poly_F1 Poly_precision Poly_recall_rate Time spending 

HSV&RGB&HOG 27.91% 27.45% 30.0% 28.0% 25s 

 

Figure 8. Result visualization of testing HSV&RGB&HOG features after applying PCA. 

Table 6. Experimental result of testing HSV&RGB features after applying PCA. 

IMAGE FEATURE Poly_accuracy_rate Poly_F1 Poly_precision Poly_recall_rate Time spending 

HSV&RGB 27.91% 27.45% 30.0% 28.0% 2s 

 

Figure 9. Result visualization of testing HSV&RGB features after applying PCA. 

4.2.8.  Analysis of Experiment 4. After applying the PCA dimensional reduction algorithm on the input 

feature matrix used for training model to reduce the roughly 20,000 long feature dimensions to 43 long, as 

table 4,5,6 shown, the accuracy rate seems to drop drastically compared with the accuracy rate presented 
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in table 1,2,3. That makes sense since after one dimension is reduced, the dimensional reduced matrix will 

lose a part of original feature information. For 20,000 long feature dimensions reduce to 43 long, the 

dimensional reduced matrix might lose a large amount of feature information. Thus, by using dimensional 

reduced data to train the model and test, the accuracy rate should be pretty low. 

5.  Conclusion 

In this paper, we use the German GSTRB dataset and extract the main features from HOG and color 

histograms. Then, Principal Component Analysis (PCA) is used to reduce the dimensionality of the 

features in HOG and color histograms to perform effective traffic sign detection and recognition from both 

color and shape. Finally, the SVM classifier is used for classification. This method greatly improves the 

accuracy and real-time performance of traffic sign detection and recognition. Our main contributions 

are as follows: 

1. We demonstrate that the method using both color histogram and HOG is feasible. 

2. We demonstrate that the PCA dimensionality reduction method can improve computation time 

and accuracy. 

The fly in the ointment is that our method is only validated to a certain extent on the GTSRB dataset. 

We are missing the performance comparison of traffic sign detection and recognition in other countries. 

Our method may not work well for all traffic sign recognition. 

In future research, we will continue to improve our traffic sign detection and recognition method to 

maximize its accuracy and effectiveness, and to increase its speed. We will also try to conduct 

experiments on traffic recognition datasets in other countries so that our method can continue to be 

applicable in more situations. 
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