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Abstract. As the amount of internet movie data grows rapidly, traditional movie 

recommendation systems face increasing challenges. They typically rely on statistical algorithms 

such as item-based or user-based collaborative filtering. However, these algorithms struggle to 

handle large-scale data and often fail to capture the complexity and contextual information of 

user behavior. Therefore, deep learning techniques have been widely applied to movie 

recommendation systems. This paper reviews movie recommendation algorithms based on 

traditional statistical models and introduces three main deep learning techniques: Artificial 

Neural Networks (ANN), Convolutional Neural Networks (CNN), and Recurrent Neural 

Networks (RNN). ANN can extract features at different levels of users and movies; CNN can 

capture features of movie posters and movie data to recommend similar movies; RNN can 

consider user historical behavior and contextual information to better understand user interests 

and demands. The application of these deep learning techniques can enhance the accuracy and 

user experience of movie recommendation systems. This paper also demonstrates the advantages 

and disadvantages of these models and their specific application methods in movie 

recommendation systems, and points out the direction for further development and improvement 

of deep learning models in this field. 

Keywords: recommendation system, deep learning, artificial neural network, CNN, RNN. 

1.  Introduction 

Machine learning plays an extremely important role in movie recommendation systems [1]. It can help 

improve the accuracy and personalization of recommendations. With the development of the internet 

and the digital entertainment industry, people are increasingly inclined to watch movies at home. 

However, it is not easy to find content that one likes from millions of movies and TV programs. This is 

why movie recommendation systems have become so important. Machine learning can learn data 

features from a large amount of user data such as viewing history and ratings, and use this as the basis 

for training models to better predict user preferences and recommend movies and TV programs that 

users may like. Machine learning can also help recommendation systems solve the cold start problem, 

where new users joining the system may not have enough personal preference data for accurate 

recommendations. In this case, machine learning can use some data such as age, gender, and geographic 

location to infer new users’ preferences. Through machine learning, recommendation systems can 

recommend according to each user’s specific needs, making recommendations more accurate, 
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personalized, and targeted. Therefore, the application of machine learning in movie recommendation 

systems is of great significance. It can help recommendation systems better serve users, improve user 

experience, and also promote the development of the digital entertainment industry [2]. 

Traditional machine learning was initially used in recommendation systems to predict user 

preferences based on pre-defined features and corresponding relationships. For movie recommendation 

systems, this involved analyzing user preferences and movie characteristics to recommend movies. 

However, traditional machine learning methods have limitations in effectively learning from growing 

massive internet data, resulting in limited accuracy of recommendation systems. The emergence of deep 

learning technology as a powerful tool for recommendation systems can be attributed to advancements 

in graphics cards and parallel computing. With its powerful parameter space, deep learning can 

effectively learn from massive internet data, allowing for the discovery of hidden features and complex 

relationships between data without the need for manual feature extraction [3-6]. Compared with 

traditional machine learning algorithms, deep learning can improve the accuracy of recommendation 

systems and reduce the time and effort required for manual intervention, ultimately enhancing 

personalization and real-time performance. In this article, we explore the application of different deep 

learning models for various types of movie data on the internet, and provide a summary of their 

advantages and disadvantages. Our analysis provides guidance for the future construction of movie 

recommendation systems, emphasizing the importance of deep learning in leveraging large amounts of 

data to better serve users and promote the development of the digital entertainment industry. 

2.  Traditional machine learning methods 

Traditional machine learning algorithms have been widely used in early movie recommendation systems. 

These methods analyze the relationship between different users and movies by building statistical 

models, extracting sensitive features of different user groups for different types of movies, in order to 

better meet the recommendation needs of users. 

In our research on traditional machine learning, the focus was mainly on comparing the similarity of 

different groups of data to achieve recommendation through machine learning methods. Here we 

introduce two key recommendation algorithms. 

The first method is to use similarity calculation to classify different users or movies to achieve movie 

recommendations. This method can be divided into two aspects. In the case of a movie recommendation 

system, they are based on user-based collaborative filtering and item-based collaborative filtering. Both 

of them mainly require the user’s rating data for different movies as input features for the 

recommendation system. The essence of user-based collaborative filtering is to identify a group of users 

who have similar preferences to the target user based on existing ratings. By analyzing the evaluation 

of this group for a given movie, the system can decide whether to recommend the movie to the target 

user. In item-based collaborative filtering, the system first finds the movies rated highly by the target 

user, compares their ratings with other movies, and then recommends similar movies to the target user 

based on their similarity. These similarity-based methods have high flexibility and can use different 

correlation metrics, such as Pearson correlation coefficient and Spearman correlation coefficient [7-9]. 
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The second method involves using the K-Nearest Neighbor (KNN) algorithm to classify users or 

movies into categories [10,12]. The KNN algorithm is the simplest non-parametric supervised 

classification algorithm. In the KNN algorithm, we need to calculate the distance between the object to 

be classified and its neighboring nodes based on its features (such as Euclidean distance, Chebyshev 
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distance, etc.), and then select the majority category among its K neighbors as the target object’s category. 

The advantage of this method over the first method is that when recommending movies, we only need 

to consider the category of users or movies without comparing the similarity of individuals one by one, 

which improves the efficiency of the recommendation system. At the same time, this algorithm does not 

require parameters, which means that the model does not make any assumptions about the data, reducing 

the impact of special cases on the recommendation system. However, the KNN algorithm faces problems 

such as high computational complexity and high spatial complexity. At the same time, the imbalance of 

samples can also affect the effectiveness of this method. 

3.  Deep learning 

Against the backdrop of the huge amount of data in the Internet today, traditional machine learning 

algorithms have shown their limitations. On the one hand, a large amount of data does not significantly 

improve the accuracy of traditional machine learning. On the other hand, traditional machine learning 

algorithms cannot fully explore the rules behind the data. In the research process, the continuous 

development of neural network direction has led to the concept of deep learning, which can deeply 

analyze the inherent features and rules of the samples, and its performance is positively correlated with 

the size of the data. That is to say, under the background of big data, the performance of deep learning 

will be better. 

4.  Artificial neural network 

Artificial neural networks (ANNs) are information processing systems composed of a large number of 

interconnected neurons, analogous to the neural systems that transmit information through synapses in 

biology. ANNs typically consist of an input layer, hidden layers, and an output layer. In general, the 

more complex the problem and the more variables involved, the more layers and neurons in the hidden 

layers are required [13,14]. When we input data into an ANN system, the data is processed by a 

parameter matrix in the hidden layer, and the signal transmission between neurons is simulated through 

a nonlinear activation function [14]. With numerous model parameters, ANNs can learn the hidden 

patterns in the data, greatly improving the accuracy of recommendation systems. To evaluate the 

performance of an ANN system, we typically use error functions such as RMSE. The training process 

involves adjusting the parameters to minimize the error function, which can be achieved through 

gradient descent. The specific process of gradient descent involves using the backpropagation algorithm 

to obtain the gradient of the error function, and then continuously adjusting each parameter in the 

opposite direction of the gradient until the error function converges. However, due to the large number 

of parameters required by ANNs, the high cost of adjusting parameters is inevitable, which limits the 

application scenarios of ANNs. 

5.  Convolutional neural network 

Convolutional Neural Network (CNN) is a deep learning model mainly used for processing image data 

[15]. In a movie recommendation system, we can use CNN to extract features from movie screenshots, 

posters, and other image data to help the system obtain more information about movies. During the 

process of using CNN to process input information, the information goes through a series of layers 

including convolutional layer, ReLU layer, pooling layer, and fully connected neural network, and 

eventually outputs a result [16]. In the convolutional layer, a convolutional kernel is used as a set of 

weighted elements to perform a weighted sum with elements in the input information. The role of the 

convolutional layer is to represent local features of the input information with more concise and 

distinctive numbers. The larger the number obtained through the convolution process, the more 

correlation there is between the local feature and the given template. Using convolutional kernels to 

process information greatly reduces the number of parameters and computational complexity compared 

to fully connected artificial neural networks, which improves efficiency. Additionally, CNNs largely 

reduce data volume and preserve spatial information in images by utilizing convolutional and pooling 

layers, avoiding the limitation of one-dimensional representation of all information. This makes CNNs 
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perform well in image classification and other tasks. However, although CNNs reduce the number of 

parameters through sparse connections, they still have high computational requirements and require a 

large amount of training data to continuously adjust parameters, which reflects the high operating costs 

of CNNs. 

6.  Recurrent neural network 

Movie ratings are an important source of information for recommending movies to users, and an 

objective and accurate rating can correct many misleading movie information. Usually, movie ratings 

are presented in the form of text, and our information has a chronological relationship that needs to be 

combined and read together to be properly understood. Therefore, people have proposed recurrent neural 

networks (RNNs) to connect and process the chronological information [17-20]. RNNs can predict user 

preferences based on their historical behavior (such as which movies they have watched before and their 

ratings), thus recommending movies to them. In addition, RNNs can model sequence data over time, so 

they can sort recommendations based on time and provide users with time-based recommendations. 

Recurrent neural networks process input with a chronological relationship in sequence. In each step, the 

information retained from the previous step is passed to the current moment. At the same time, another 

part of the information comes from the current input, and the output information is passed to the next 

moment. However, this processing method has the disadvantage of severe data loss when facing a large 

amount of input data. Because each input data can only be passed on to the next loop in a certain 

proportion, the initial input data may decay to a very small proportion during the processing. However, 

even so, it still requires a very large amount of training data to adjust the parameters, resulting in high 

training costs. 

7.  Discussion 

With the advancement of deep learning technology, movie recommendation systems can now effectively 

utilize big data on the internet with minimal human intervention. Deep learning algorithms can 

autonomously analyze and utilize larger and more diverse data, while also extracting data features and 

correlations that are not easily observed by humans. This results in significantly improved utilization 

rate and recommendation accuracy of data. However, while the advantages of deep learning are evident, 

there are still certain shortcomings that need to be addressed.  

First of all, the aforementioned deep learning models still have certain shortcomings. For example, 

in the application of convolutional neural networks, the original information undergoes highly abstract 

processing through multiple layers of CNN, which leads to information loss during the processing. To 

address this issue, scientists have proposed residual structures, which preserve some of the previous data 

during each step of processing, reducing data loss and avoiding the problem of gradient vanishing [5]. 

In the case of recurrent neural networks, severe data loss is also a barrier to their development, which 

led to the emergence of LSTM (Long Short-Term Memory) and GRU (Gated Recurrent Unit) [17-20]. 

LSTM demonstrates great advantages in processing long-term memory, but has the limitation of 

extremely high computational complexity; GRU is a simplified form of LSTM, with reduced 

computational complexity and can be considered as a compromise between the original RNN and LSTM. 

The recent popular ChatGPT model is based on the Transformer model, which can better adapt to 

information processing in the context of big data and can be widely applied to various scenarios, but 

still has the drawback of high computational complexity and training cost, as is common with deep 

learning models [21]. 

Secondly, data imbalance can lead to a decrease in the accuracy of the recommendation model. In 

the era of the Internet, data is inevitably biased due to the preferences of the user group, and it cannot 

guarantee an equal relationship in terms of data volume for each category. In the movie recommendation 

system, this will lead to insufficient data for specific categories of movies, and users with niche 

preferences may not get ideal recommendation results. To address this issue, we can supplement data 

through other means to avoid learning biases caused by data. We can also perform data augmentation 

on existing data, such as rotating and adding noise to image information, to increase the volume of data. 
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Data augmentation operations need to consider the application scenario of the model, that is, whether 

the accuracy requirements are strict [22]. In addition to processing data, we can also use transfer learning 

to strengthen the connection between multiple tasks. For example, when recommending movies to users 

with niche preferences, we can use the parameters previously used to recommend similar users as the 

basis for improving the model, and then make adjustments to reduce the error caused by insufficient 

data to a certain extent [23]. In addition, Generative Adversarial Networks (GAN) can also be used to 

mitigate the obstacles caused by data imbalance. In the GAN model, there are mainly two parts: the 

generator and the discriminator. The generator generates data and the discriminator judges whether the 

data is true or false, and affects the judgment to have stronger discrimination ability. The results of 

discrimination can in turn affect the parameters of the generator to generate more realistic data. The 

generator and discriminator are trained in turn, making the generator have a strong ability to create data. 

At this time, the data created by the generator can be used to solve the problem of data imbalance [24]. 

Finally, not all recommendation system models are better with increased complexity. Deep learning 

faces limitations due to the huge computational requirements, and the value of traditional machine 

learning cannot be denied even in cases with small data and clear features, despite the superiority of 

deep learning. 
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