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Abstract. For a long time, game was a relatively unrecognized area by academic community, 

which lacks detailed and sufficient discussion. But with the growth of game industry, game AI 

has become a heated topic in recent years. As an important and evolving application of AI, there 

is a need to better discuss the application and future improvement of game AI technologies. This 

paper introduced history and breakthrough of AI made in game area. And made discussion 

centered on current implementation of some popular approaches for game AI, followed by the 

possible future of these technologies. Some new implementations like procedural content 

generation were then covered to further discuss future implementations of AI in game area. All 

in all, hot spots and development prospects of this research topic were prospected to enlighten 

future development of game AI. 
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1.  Introduction 

AI has been accompanying the game since the appearance of computer games. Eventually, the task of 

artificial intelligence is to accomplish tasks comparable to human. From the extending content of the 

game that provide entertainment for players to the AI that can perform better than the best players from 

human. The challenge of developing game AI has brought advance in computational intelligence, 

reinforcement learning and other AI methos. 

The game design can be described as a process to build and provide player with well-orchestrated 

game content for players, including virtual characters’ behavior, sounds, game mechanics, timing of 

different events and the entities that directly interact with the player [1]. In recent years, with the 

involvement of AI in more and more fields of game development, like AI generated video, model, voice 

and even codes, AI is now not simply the program that controls characters to react to players’ movement. 

The game AI can be defined as the artificial intelligence that helps generate, manage and provide game 

content for game designers and players. With the growing complexity and diversity of games, AI 

techniques will be indispensable in the future game development. 

While the industrial game production has a strong requirement of commercial and practical effect, 

the academic game AI methods mainly focus on advanced, but non-scalable approaches with limited 

paybacks. This gap results in the limited interconnection and exchange between research and industry 

during last decades and also the lack of recognization by the academic field and general public. However, 
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some researchers argued for strengthen in game AI research and justified this research field [2]. Main 

arguments include: 

⚫ Problems in game can be considered as simplified tasks of real world. The research about 

game AI can help improve AI algorithms works in reality and provides an easier modeling 

way compared to modeling reality. 

⚫ By solving problems in game AI modeling can inspire how to solve problems in reality. 

These arguments regard game as a form to simulate the reality. However, while game has been 

considered as an excellent field to evaluate the performance of AI systems, the increasing proportion of 

virtual world in people’s life and users’ higher requirement for the performance of game AI also requests 

for more systematic and academic development of game AI. 

This paper mainly focuses on approach to AI algorithms in games. Introduce some innovations and 

breakthroughs appeared in the process of developing game AI. Then introduce how different AI 

techniques are implemented in modern games. Finally, having a further discussion about other 

implementation of AI in game industry, like procedural content generation and then take a further look 

into their future. 

2.  Backgrounds 

Artificial intelligence has gained huge progress in recent years. From the early success in board games 

like AlphaGo to the recent popular area of various game play AIs, the evolution of algorithm makes 

researchers paying increasing attention to fields of video games with more variate and requirement of 

human-like performance, challenging the current AI research works [3]. In this section, we will first go 

through the development of game AI, focus on main breakthroughs in last decades to see how AI evolved 

with games. And then introduce the modelling problem of game AI at current stage to further discuss 

AI techniques and game types in the next section. 

2.1.  Game AI Evolution 

At early stage, with limited hardware performance and immature AI model, finite state machine was 

implemented as a computation model that can simulate sequential logic and some computer programs. 

Situations in reality were predefined as input for the state machine to generate reaction as output like 

the figure 1 shown below. 

 

Figure 1. Finite state machine. 

Later behavior tree was developed, using a tree-like structures to create and perform AI behaviors. 

But just like finite state machine, the cost of design limited their input possibilities and also scope of 

application. Therefore, most early research on game AI was focused on classic board games like 

checkers and chess as they have strictly constrained rules and clear input [4]. The complexity of these 

games keeps people’s interest for thousands of years and set the goal for AI to beat the best human 

player. 
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The first breakthrough was made by Gerald Tesauro in 1992, he developed TD-Gammon using 

temporal difference learning to beat human players in backgammon [5]. Later in 1997, Deep Blue from 

IBM defeated the grandmaster of chess, marking the new development stage of game AI [6]. And in 

2017, the viectory of AlphaGo to the world champoin Ke Jie declares game AI’s success in mastring 

classic board games [3]. With the development of AI algorithms, classic board games are now relatively 

easy for game AI. Video based game with features of much more input possibilities, information 

asymmetry and the need of interacting with real person like a human has got the attestation of game AI 

research. 

Started by Google in 2014, AI was trained to play classic video games [7]. Benefited from early 

research done on classic board games, the research on video games made rapid progress. Then in 2019, 

Google’s game AI beat professional players of RTS games and game AI built by OpenAI beat 

professional players of MOBA games [8]. 

2.2.  Modeling of Game AI  

It could be seen that as a branch of AI, game AI gained huge successful over last ten years with the 

development and evolution of AI. But it is worth mentioning that approaches modeling and improving 

game AI is still quite different from other implementation of AI. 

From the universal view, as a strong interactive activity, game must be understood so that it can be 

played by user and so does the AI. However, compared to other popular field of AI like computer vision 

and language mode, the implementation of game AI does not necessarily have to understand the current 

situation or extract useful information from the game, playing game is a process that need AI to keep 

engaging in the game environment and make decision to help it reach certain game purpose or 

performing like a real human based on the environment. For this point of view, game AI is actually a 

decision model that handles its choice of action and input environment, the process of making decision 

is the main issue concerned while building game AI. 

The dominant work procedure of game AI is to divide the interaction between AI agent and the input 

environment into discrete steps [2]. Every time AI enters a new step of running, it makes decisions based 

on the input get from the environment and its decision, together with other possible action from other 

AI or player will lead the environment to a new state. Then AI will repeat strategies considering current 

state as new input environment of its step of running. This process is the intelligence of game Artificial 

Intelligence. Based on model constructed, there are also algorithms helps to evaluate decisions made by 

AI and help AI to choose the action with best evaluation in the whole process. 

3.  AI techniques and implementations 

3.1.  AI techniques 
Based on the modeling method of game AI mentioned above, there are many approaches for building 

game AI. It is worth having more discussion on their implementation and possible improvements. 

3.1.1.  Reinforcement Learning. Reinforcement learning is a training method trains game AI to make 

decisions based on rewards and punishments received from the environment. In reinforcement learning 

for game AI, game AI will be given a specific goal, such as defeating the player, and then interacts with 

the game environment to achieve that goal, there will be certain standard of measuring AI’s decision. 

As the AI takes actions in the game, it receives rewards or punishments based on the outcome of those 

actions and the measuring standards. 

Over time, game AI can learn from these rewards and punishments, and uses that information to 

make better decisions in the future. The reinforcement learning algorithm continually updates the AI’s 

decision-making process based on the outcomes of its actions, allowing it to improve its performance 

over time. Reinforcement learning can assign game AI with complex and adaptive behaviors. For 

example, AI using reinforcement learning could learn to adapt to the player's strategies and change its 
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own behavior accordingly. This can result in a more engaging and challenging game experience for the 

player. 

However, reinforcement learning can be computationally intensive and requires a significant amount 

of training data to achieve good results. Additionally, designing a game environment that is well-suited 

for reinforcement learning can be challenging, as it requires careful consideration of the rewards and 

punishments that the AI may receive. From recent research, combining deep neural networks with 

reinforcement learning may have remarkably performance in many generes of games, and its application 

could be extended to wider domain including level design and automated balancing in game [9]. 

3.1.2.  Supervised Learning. Supervised learning is another approach that involves training using labeled 

data. Training AI on a set of labeled examples. For example, AI may be trained to recognize and respond 

to a specific type of player behavior with dataset of labeled examples that show how it should respond 

to players’ certain behavior and then tested on a separate set of data to evaluate its performance. 

AI model trained by supervised learning can be used to have specific behaviors or decision-making 

processes. Advantages of this approach include that it can be relatively fast and efficient compared to 

other machine learning techniques. And within limited game conditions, like MOBA games or FPS 

games focusing on separated rounds of game play, it can have relatively better performance [10]. 

However, there are still challenges for supervised learning in game AI. On the one hand, it requires a 

large amount of labeled training data to achieve good results, which can be time-consuming and 

expensive to obtain. On the other hand, it could be difficult to ensure that training data can accurately 

reflects the game environment. And AI model trained on a specific set of labeled examples may not 

perform well in situations outside of that training data, leading to unexpected or undesirable behaviors 

[8]. 

Overall, supervised learning can be a useful tool in game AI for creating NPCs with specific 

behaviors or decision-making processes. However, it must be used carefully and with consideration of 

the specific challenges and limitations of the game environment. 

3.1.3.  Deep Q Networks. In addition to neural network for Reinforcement Learning, Deep Q Networks 

(DQNs) is almost the most widely used approach for game AI [11]. It is mainly implemented to learn 

optimal policies for decision-making in games. The basic idea behind a DQN is to use a deep neural 

network to approximate the Q-function, which is a function that takes state and player action as input, 

and action of AI as output based on the expected reward for taking certain action in that state. 

To be more specific, the state could be the current game environment or different parameters of the 

character controlled by AI, while the action could represent a move or decision that the AI can make. 

And the expected reward would be the expected outcome of taking that action in that state, the outcome 

is usually calculated and measured by scores to show determine the gain or loss of AI. The DQN works 

by updating the Q-function based on a loss function that measures the error between the predicted Q-

values and the actual Q-values. The actual Q-values are calculated using a process called experience 

replay, which involves storing the AI's experiences (i.e. state, action, reward, and next state) in a memory 

buffer and randomly sampling from this buffer during training. 

Eventually, the use of DQN could help AI learn to make better decisions over time as it gains 

experience and refines its Q-function approximation. This can lead to more challenging and realistic 

gameplay, as well as more competitive AI opponents for human players. For example, Deep Q Networks 

were used for AI competition and visual fighting games on Atari2600 games [12] (see Figure 2). 
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Figure 2. Atati2600 games used for Deep Q Networks training. 

3.2.  Strategies for implementing game AI 

It could be seen that game AI has become indispensable part of modern game content, and as a complex 

and evolving approach, game AI needs strategies for its implementation. In this context, there are several 

strategies for implementing game AI that can be used to create engaging and complex gameplay. 

3.2.1.  Clear Design. Implementing a successful AI in a game starts with having a clear plan of what the 

AI needs to do and how it fits into the game design. A well-defined AI design can help identify what 

kind of AI is required, what behaviors it needs to exhibit, and what kinds of data it will need to process. 

While implementing game AI, well designed network structure would be the basement for future AI 

development and there should be serious consideration about acceptability of possible input that may 

added in the coming development. A poor designed network can lead to both undesired results and limit 

of reusability in future development. 

3.2.2.  Use of existing frameworks and tools. There are many AI frameworks and tools available to help 

simplify the development process. These can include libraries for pathfinding, behavior trees, an5o 

06uyyurrrrrrrry   d decision-making, which can help the reduction of the need for complex code and 

improve the efficiency of development process. 

3.2.3.  Balancing simplicity with complexity. The AI should be well structured and simple to implement 

and maintain, while being complex enough to create engaging and challenging gameplay. Finding the 

right balance between these two aspects is essential to the success of the game AI. This issue becomes 

more important when considering the limit of users’ hardware devices. To be more specific, being too 

complex means the higher threshold for user community while being not simple enough may fail to 

provide game content that can attract users for long-term play. 

3.2.4.  Testing and iteration. AI development is an iterative process, and it is essential to test early and 

often. This can involve creating test environments and scenarios to see how the AI performs, and making 

necessary adjustments. Continuous testing and iteration can be helpful for improving the AI's 

performance and ensure that it meets the design goals. 

4.  Procedural content generation in game production 

4.1.  Advantages of procedural content generation 

Procedural content generation for game (PCG-G) is a subfield of computational creativity that focuses 

on the automatic generation of game content using algorithms and machine learning techniques. It can 

be used in game development to create game content, such as levels, landscapes, and characters 

algorithmically instead of designing them manually. The use of PCG-G in games has become more 

prevalent in recent years due to the increasing demand for personalized and dynamic game experiences. 
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This has led to the integration of AI algorithms into PCG-G systems to create more sophisticated and 

intelligent game content. According to Barriga and Nicolas (2019), approaches of PCG-G can be 

classified into two kinds, traditional Search-Based methods and Machine Learning methods [13]. 

Traditional methods mainly depend on Pesudo-random Number Generators, Gnerative Grameers, 

Fractals and Noise with advantages of efficiency and easiness [14]. However, as the complexity of video 

game is growing exponentially with the prohibitive content and cost of games in recent years, there 

raises needs for more intelligent and creative approaches for generating game content to provide 

personalized and dynamic game experiences. And this has led to the integration of AI algorithms into 

PCG systems to create more sophisticated and intelligent game content. 

Although most AI solutions are designed for classification and prediction problems, including game 

AI models mentioned above, there are few ways work relatively for generating game content, like 

recurrent neural networks (RNNs) and Generative Adversarial Networks (GANs). 

Take recurrent neural networks, for example. RNNs work by using feedback loops in the network 

architecture, allowing the network to maintain an internal state that can be updated based on previous 

inputs. This makes RNNs well-suited for generating game content that is dependent on previous actions 

or events in the game. Neural networks can be trained on existing game content to learn the patterns and 

structures of the game, and then generate new content that is similar in style and quality as inputs are 

given to the network cumulatively. 

For GANs’ approach, AI algorithms can analyze and learn from existing game content to try to 

generate and improve the performance of network. In this process, one algorithm will generate content 

based on users’ requirements as input, and another algorithm evaluates the quality of the generated 

content, providing feedback to the generator algorithm to improve its output [15]. 

4.2.  Controversy and future implementation of procedural content generation 

While procedural content generation for game offers many benefits to game developers and players, it 

also raises some concerns and controversies that need to be addressed. 

One major concern is that PCG-G could lead to games that lack creativity and originality. Critics 

argue that relying too heavily on PCG-G could result in games that feel repetitive and formulaic, with 

little room for innovation and surprises. And another concern is that PCG-G could perpetuate biases and 

stereotypes if the algorithms used to generate content are not carefully designed and tested. For example, 

if an AI algorithm is trained on a biased dataset, it may generate content that reflects those biases, 

perpetuating harmful stereotypes and reinforcing existing inequalities.  

To mitigate this risk, game developers need to ensure that their PCG-G algorithms are designed with 

diversity and inclusion in mind, and that they are regularly audited to identify and address any biases. 

In terms of future implementation, PCG-G is likely to become even more prevalent in the game industry 

as technology advances and AI algorithms become more sophisticated. As PCG-G becomes more 

mainstream, we can expect to see more games that offer personalized experiences tailored to individual 

players, and more games that adapt and evolve based on player behavior and preferences. Additionally, 

PCG-G may become more integrated with virtual reality and other emerging technologies, providing 

even more immersive and interactive game experiences. 

5.  Conclusion  

This paper mainly focused on the history and current implementation of game AI. Among which the 

history of game AI covered how AI technology evolved with game development and some important 

breakthroughs happened in this process followed by their corresponding implementations in game 

production in their own time. Then there was a brief introduction about modeling methods for game AI 

to introduce the system and approaches for implementing AI in modern games. Based on the introduced 

modeling methods, the paper expanded the game AI technology to some well-performed network 

structures that are widely used in game production and made a discussion about possible improvements 

for these network structures for further development. After that, there were some strategies concerned 

with implementing game AI to help the performance of AI in game production. Lastly, the heated spot 
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procedural content generation that appeared recent years were evaluated by its advantages and 

controversy about it, followed by a look at its implementation in the future. Overall, the paper focused 

on the history and current implementation of various game AI technologies and discussed them from 

multi-aspect of view, and formed own opinions to their future based on the progress made by them. 
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