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Abstract. The escalating emergence of environmental issues, including the greenhouse effect 

and coral bleaching, has raised global awareness of the significance of sustainable development 

and preservation of the earth's resources. Although reducing emissions is essential to mitigate 

the adverse effects of greenhouse gases, it remains challenging to detect without specialized 

equipment. This constraint is particularly burdensome for small organizations and individual 

groups due to the high associated costs. Therefore, this study proposes using machine learning 

algorithms and common vehicle attributes to predict greenhouse gas emissions accurately. 

Specifically, the research employs the random forest algorithm, incorporating vehicle power 

parameters to predict carbon dioxide emissions. The study employs Mean Square Error (MSE), 

Root Mean Square Error (RMSE), and R-squared metrics to analyze the model's effectiveness, 

accuracy, and feasibility in predicting greenhouse gas emissions. This approach will enable small 

groups to participate in environmental protection efforts, democratizing the process for all who 

desire to safeguard the environment. 
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1.  Introduction 

With climate change caused by environmental problems worldwide, individuals are increasingly aware 

of the need for environmental protection.  A 2020 survey from Ipsos found that 71% of people globally 

believe the world is facing a climate emergency, up from 58% in 2019 [1]. Among them, carbon dioxide 

is one of the main gases causing environmental problems. From the Issues and Local Programs page on 

the Washington State Department of Ecology's official website, Carbon dioxide emitted by vehicles is 

the most common anthropogenic greenhouse gas, according to an article by the Washington State 

Department of Ecology advocating for environmental protection [1]. In other words, humans can 

effectively reduce corresponding environmental problems by reducing the carbon emissions of vehicles. 

Today, relevant departments and automakers in many countries have taken up the challenge of reducing 

vehicle carbon emissions by analyzing data from sensors and other sources combined with machine 

learning to predict and optimize a vehicle's carbon emissions. 

Machine learning, a subfield of artificial intelligence that uses algorithms and statistical models that 

allow computer systems to learn and improve from experience, has already significantly reduced carbon 

emissions from vehicles. For example, machine learning can optimize the vehicle's engine parameters 

to reduce carbon emissions by analyzing the patterns and correlations among factors such as vehicle 
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performance, weather, traffic conditions, and driving habits. This data can help vehicle manufacturers 

develop more economical and environmentally friendly vehicles. Machine learning has undeniable 

potential to help reduce vehicle carbon emissions. By analyzing data from sensors and other sources, 

machine learning algorithms can optimize vehicle performance, reduce fuel consumption, and minimize 

carbon emissions. As the automotive industry continues to adopt machine learning, it's not hard to 

imagine a significant reduction in carbon emissions from cars in the coming years. At the same time, 

many companies have also launched projects and services that optimize vehicles through machine 

learning algorithms, such as Tesla [2], Ford [3], Toyota [4], BMW [5], and Volkswagen [6]. Despite the 

benefits of this method, a limitation exists in that the prediction results heavily depend on the accuracy 

and availability of sensor data.  Obtaining and predicting carbon emission data is expensive for some 

small businesses, organizations, and the public without professional equipment. Protecting the earth's 

ecological environment is crucial to the sustainable development of human beings. It requires the joint 

efforts of all human beings, and the cost and hardware requirements make it more difficult for most 

people to participate in protecting the earth's ecological environment. Therefore, developing low-cost 

and accurate methods for predicting vehicle carbon emissions without professional equipment is an 

important research topic to promote broader participation in environmental protection. 

This study aims to study the feasibility of predicting vehicle carbon emissions without relying on 

sensors based on vehicle data recorded by government departments and authoritative organizations 

combined with machine learning algorithms. In order to prevent unnecessary misleading to the users of 

the research results and maintain the objectivity of the research data, this research will not include the 

brand, model, vehicle manufacturing process, and technology of the vehicle. However, the selection of 

the characteristics of the project will take the dynamics of the vehicle and its basic characteristics as the 

main parameters of the study. Considering that the actual carbon emissions of vehicles may vary 

depending on the influence of uncertain factors such as vehicle parameters, driving environment, and 

driving habits, this research's machine learning algorithm model will use ensemble learning. The main 

advantages of ensemble learning over traditional single-model approaches are its flexibility and 

scalability. It can help reduce the impact of uncertainty and variability in data in situations where there 

is a high degree of uncertainty or variability in the data. In addition, it will make the results of this 

research more informative. 

2.  Method 

2.1.  Dataset preparation 

In this study, the scikit-learn (sklearn) toolkit was utilized to process, analyze and evaluate the data. In 

terms of data collection, in order to ensure the authenticity and accuracy of the data. The data used in 

this study includes vehicle parameters and carbon emission data released by government departments 

and authoritative institutions. The sample data size is 12, 988, including common vehicles from 2019 to 

2023 [7]. Among them, 11,589 were for conventional power vehicles (i.e. gasoline and diesel), 712 were 

for electric vehicles, 46 were for hydrogen-powered vehicles, 424 were for gasoline-electric hybrid 

vehicles, 424 were for biofuels, and 217 were for electric hybrid vehicles (i.e. fuel ethanol and 

electricity). Due to the different fuels the vehicles use, carbon emissions, and various attributes vary 

widely and go unrecorded. For example, the carbon emissions of pure electric vehicles are always zero, 

and the engine parameters of biofuel vehicles are not well documented. Considering that these factors 

may have adverse effects on the results, and this study aims to accurately predict the feasibility of vehicle 

carbon emissions by analyzing data without professional sensors, this study will only use conventionally 

powered vehicles as Training data, including gasoline and diesel vehicles. Therefore, the actual usage 

data is 11, 589.  

Furthermore, in order to identify meaningful parameters in the data. Linear regression was used to 

analyze the relationship between vehicle parameters and CO2 emissions. In the obtained results, it is 

found that there is a certain linear relationship between the carbon dioxide emission of the vehicle and 

the power and fuel consumption of the vehicle. Therefore, in the feature selection of the model, these 
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data with a linear relationship are used as the main imported data. For some missing data, this study uses 

a module in the scikit-learn library to perform mean imputation on missing data. Consider that the 

ordering of the data in the original data is random. Therefore, using the mean value of the data to replace 

missing values can keep the overall distribution characteristics of the data unchanged, thereby 

minimizing the error caused by missing data. For data type conversion, based on the algorithm features 

used in this research, the data type is uniformly converted to real numbers (i.e. float). 

2.2.  Machine learning models 

This study aims to predict vehicle carbon emissions through vehicle parameters. Given that the cited 

data contains missing and uncertain values, the algorithm of choice for this study is the random forest 

algorithm within the supervised learning machine learning framework [8-10]. Random forest is an 

ensemble learning method based on decision trees and is widely used in machine learning due to its 

ability to enhance model accuracy and stability by combining multiple decision trees. Also, random 

forests are less susceptible to noisy data. It goes through a decision forest consisting of multiple decision 

trees, each consisting of randomly selected features and samples. At the same time, the random forest 

algorithm can deal with missing data and effectively deal with missing values in the data set. The 

working principle of the random forest is that its training set is generated by bootstrap sampling, and 

features are randomly selected in the new training set to build a decision tree. Using each decision tree 

to predict new sample data after building a certain number of decision trees. The results from each tree 

are then aggregated using voting or averaging methods to arrive at a final prediction. Random forest 

reduces the variance of the decision tree by randomly selecting features and samples, thereby improving 

the generalization ability of the overall model. Therefore, the advantage of using the random forest 

algorithm in this study is that it can effectively reduce the negative impact of a series of uncertain factors, 

such as different technologies of automobile manufacturers, thereby improving the accuracy of the 

research results. 

3.  Result and discussion 

Through random forest algorithm model analysis, the mean square error obtained in this study is 40.4801, 

the root mean square error is 6.3624, and the R-squared is 0.9961 (Figure 1). The possible values of the 

target variable (Comb CO2) ranged from 151 to 979, with a mean of 407.2 (Figure 2). A Mean Square 

Error (MSE) of 40.48 indicates that the model's predictions are off by about 6.36 units (average square 

root of 40.48). This value appears relatively small compared to the range of possible values for the target 

variable.  

Second, the Root Mean Square Error (RMSE) of 6.36 is also relatively small compared to the mean 

and range of possible values of the target variable, which indicates the model’s performance. Also, an 

R-squared value of 0.996 indicates that the model can explain most of the variance in the target variable. 

In other words, the model's predictions are highly correlated with the actual value of the target variable. 

It can be seen from Figure 2 that the direct relationship between the predicted value and the actual value 

is linear, and the image is close to a straight line. This indicates that the model's predictions are similar 

or the same as the actual values. Furthermore, most of the deviations in the predicted values of the model 

are concentrated around zero, as illustrated in Figure 3. This finding indicates that the model's predicted 

results closely match the actual values, underscoring its suitability for reference in this study's data 

analysis.  

Overall, a MSE of 40.48 is deemed acceptable for this study, indicating that the model's predictions 

are usually accurate. Secondly, the RMSE of 6.36 is also within the acceptable range, the deviation is 

small, and the model has an excellent R-squared value (0.996). Based on these metrics and the context, 

the random forest model performs remarkably well on this dataset. Therefore, predicting the vehicle’s 

carbon emissions through the random forest algorithm model is feasible. 
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Figure 1. The relationship between actual and predicted CO2 emissions. 

 

Figure 2. The statistics for the sample data. 
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Figure 3. The deviation value of the predicted data. 

4.  Conclusion 

In this study, the purpose of the research is to test the hypothesis that there is a way to help all those who 

want to participate in environmental protection to reduce the limitations and costs. In the experiment, 

carbon dioxide, one of the common greenhouse gases, was used as the predicted target for research and 

analysis. The results of this experiment show that it is feasible to predict carbon dioxide emissions by 

combining common vehicle attributes with the random forest algorithm. Furthermore, this study's MSE, 

RMSE, and R average prove that the sample data fit the algorithm model well. It also means that the 

method has the potential to predict other greenhouse gases. For subsequent improvements, it will be 

considered to apply the algorithm to the prediction of other greenhouse gases and add some factors that 

may affect the prediction results, such as the year of the vehicle, road conditions, and the type of vehicle 

fuel. 
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