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Abstract. In recent years, artificial intelligence (AI) has witnessed significant advancements in 

the field of education, with its ability to personalize and adapt content to individual student 

needs. In parallel, virtual reality (VR) has emerged as a powerful tutorial tool, providing 

immersive and interactive experiential learning experiences which has the advantages of 

improving students' motivation and engagement. Previous researchers have demonstrated the 

potential of ML algorithms, particularly RL, for generating educational content and VR 

environments. To create high-quality content, researchers have started exploring the integration 

of Machine Learning (ML) and Reinforcement Learning (RL) algorithms into Procedural 

Content Generation (PCG) methods for automatically generating both textual and non-textual 

content such as practice questions, quizzes, VR learning environments, etc., which have the 

potential to increase the efficiency and effectiveness of educational interventions. Nonetheless, 

the development of these techniques requires addressing several challenges. Significant 

advancements are yet to be made in developing and refining these algorithms to produce high-

quality and effective educational content for VR applications. This article provides a 

comprehensive overview of the current state of research in reinforcement AI learning content 

generation for VR educational applications. For each area, it discusses the state-of-the-art 

techniques, applications, limitations, and challenges faced in development, covering the use of 

natural language processing, reinforcement learning, and machine learning algorithms. The 

review concludes by highlighting some of the key opportunities for future research in this field, 

including the development of more sophisticated models and the exploration of new 

applications of machine learning in educational technology. 

Keywords: procedural content generation, reinforcement learning, machine learning, VR 

educational applications. 

1.  Introduction 

In recent decades, Artificial Intelligence (AI) and Virtual Reality (VR) have seen rapid development 

and are revolutionizing various fields, including entertainment, training, manufacturing, and education 

[1, 2]. The amalgamation of AI and VR holds great potential to revolutionize the field of education 

through the provision of personalized and immersive learning experiences to students. Existing 

research has demonstrated the positive impact of VR technology on education and learning processes 

[3, 4], by enabling users to interact with virtual objects in real-time and engendering a first-person 
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experience [5, 6]. This approach offers numerous benefits over traditional learning environments [7, 

8], including enhanced motivation and engagement as well as the improved performance on learning 

activities [9-11]. Nevertheless, a significant obstacle to the creation of meaningful VR experiences is 

the need for extensive manual labor and the technical challenges involved in developing virtual 

environments. 

To overcome this issue, the integration of Machine Learning (ML) and Reinforcement Learning 

(RL) algorithms into their Procedural Content Generation (PCG) methods for automatically generating 

new content that is tailored to educational applications has been studied. In the textual educational 

content area, previous research has explored the use of ML algorithms for generating educational 

content such as vocabulary contexts and quiz questions [12-14], as well as using crowdsourced rating 

method to identify nutritious content [15]. These studies demonstrate the potential of ML algorithms 

to automate the generation of nutritious educational content, which can be time-consuming and 

challenging for humans to undertake. 

Researchers have begun exploring the amalgamation of ML algorithms and PCG techniques to 

create non-textual content, such as VR learning applications that offer interactive user experiences [16, 

17]. RL-based methods have been found to be particularly effective, as they leverage simulation to 

train generative models without requiring prior collection of training data. The proposed approach 

involves the training of an RL agent on a simulation platform to generate new VR environments, 

thereby circumventing the issue of diminishing novelty effects over time [18, 19]. The resulting VR 

learning applications offer user experience (UX)-driven environments, which maintain user 

engagement and promote enhanced learning outcomes [20]. 

Despite the potential of ML algorithms, significant advancements are yet to be made in developing 

and refining these algorithms to produce high-quality and effective educational content and VR 

environments. This article provides a comprehensive overview of the current state of research in 

reinforcement AI learning content generation for VR applications in education, with each section 

focusing on a specific aspect of content generation for VR educational applications. The article 

investigates the procedure and effectiveness of these models through different evaluation metrics and 

further analyzes the outcomes. Finally, the paper concludes with an examination of the potential 

applications of these models in real-world education and highlights future research directions in this 

field. 

2.  Method 

2.1.  Overview of the PCG model 

This paper will demonstrate a systematic review of previous research on automatic content generation 

for educational purposes, while explaining the complete ML pipeline step-by-step where to collect, 

label, and train data during the automatic generation and identification phases, and finally generate 

nutritious content using the trained data by running the trained model on a platform. The overview of 

the PCG model procedure can be found in Figure 1. 

Collect dataset: obtain data for training, which can either download datasets available publicly or 

create a custom dataset for a specific purpose.  

Dataset pre-processing: a consolidated format consumed by the data loader during model training 

which is key workflow for an efficient recommendation. The chosen dataset is pre-processed to obtain 

a subset of the features input for the model engineered by the project.  

Model construction: collect data to implement models which can improve the content generating, 

teaching, and learning process during instruction for educational purpose, as well as keep constantly 

updated. 

Educational data mining: a paradigm geared at creating models, tasks, procedures, and 

algorithms for examining data from educational contexts. The data that is analyzed is obtained from 

computer information systems such as nature language, information, and performance dataset. EDM 
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looks for patterns, associations, and predictions to draw conclusions about performance and behavior, 

such as characterizing learners’ behaviors and achievements [8]. 

Content generation: computer-generated contents can furnish a methodical and comprehensive 

approach of creating qualitied contents that is tailored to specific learning objectives. 

Model testing: testing approaches varies from different project goals, which include a set of 

constraints on good contexts, filters to operationalize contents, etc.  

Embedded experiments: the aim is to test the effectiveness in helping students learn contents. 

Data collected from the tests and outcome measures will be analyzed using descriptive statistics. 

Evaluation metrics: the model is analyzed and rated based on the criteria of reaching evaluation 

metrics of training performance results, such as human-authored examples or human ratings 

crowdsourced. The method includes control experiment, questionnaires, quizzes, etc.  

 

 

Figure 1. Overview of the PCG model procedure. 

2.2.  Datasets 

This study examines various datasets used to train models, including publicly available datasets such 

as Google N-gram and Stanford Question Answering Dataset (SQuAD) and custom datasets tailored 

for specific projects. The use of certain algorithms like reinforcement learning in creating 3D VR 

environments does not necessarily require initial datasets, as they can generate efficient 

representations of complex situations and tasks through high-dimensional sensory input and 

simulation [21]. 

There are three main datasets that requires to be maintained, namely natural language dataset, 

student information dataset, and student performance dataset [22]. The natural language dataset will be 

collected in advance, while students will be required to submit personal information and undergo a 

pretest to assess their learning level and cognitive ability before using the app. Their performance will 

be continually recorded during app usage to enable the automatic adjustment of the learning plan. 

The explored datasets used in different studies includes the Google N-gram dataset, SQuAD, and 

custom dataset for the reading tutor project. For example, Liu et al. utilized the Google N-gram dataset 

to create contexts, while QG-Net was trained on the SQuAD dataset. Another study used a dataset 

consisting of a vocabulary word and a context that exemplifies its usage, rated by amateur raters based 

on its usefulness in reinforcing the word's meaning and comprehensibility to high school students. 
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2.3.  Models 

2.3.1.  Student model. Student models employ data and mathematical modeling techniques to reflect 

students' learning abilities, preferences, and knowledge acquisition during the learning process. Such 

models can track the students' progress and predict their future learning performance, which can 

provide personalized feedback and more targeted assistance. The data collection process involves 

various means such as presenting a series of questions to the users, identifying words that the users 

frequently make mistakes or ask for help with, and monitoring changes in users' study levels and 

learning conditions over time [23]. The application of the student model can thus aid the software to 

adjust to changes in the learning difficulty and content. 

One example of such applications is Automatic Speech Recognition (ASR) technology used in 

intelligent tutoring systems. ASR technology allows users to operate the software using their voice, 

simplifying the learning process. Additionally, ASR plays a vital role in continuous learning and 

learning assessment by allowing users to practice pronunciation and conversation, providing 

immediate feedback on accuracy, and creating student models to evaluate learning proficiency and 

performance. Mostow et al. identified three areas of knowledge necessary to support the ASR engine: 

the acoustic model, the pronunciation lexicon, and the language model [24]. 

2.3.2.  Pedagogical model. Pedagogical models refer to mechanisms that facilitate teaching and 

learning by adjusting the method of instruction based on students' proficiency and content difficulty. 

One such model is the Automatic Vocabulary Example Rater (AVER), which utilizes machine 

learning algorithms to score unfamiliar contexts for unknown words. AVER employs training and test 

data in the form of target vocabulary words, example contexts, and human ratings of their usefulness. 

AVER uses linear regression and logistic regression to rate contexts automatically for a given target 

word, enabling the selection of effective learning contexts. Another model is the Diagnostic Question 

Generator (DQGen), which generates cloze questions for diagnostic assessments of a child's 

comprehension of a given text. DQGen generates distractors that test different aspects of 

comprehension, including syntax, semantics, and inter-sentential processing. Wei et al. utilized natural 

language processing tools and question templates to generate questions, which were subsequently 

utilized to model and score children's self-questioning responses. The language model outperformed 

the trigram model in distinguishing complete and incomplete questions from irrelevant speech and 

silence. 

2.3.3.  RL-based PCG model for VR application. Lopez et al. have recently presented a novel approach 

towards the creation of immersive virtual reality (VR) learning environments utilizing deep 

reinforcement learning (RL) techniques. Their proposed method holds significant implications for the 

development of personalized and adaptive systems in VR learning applications. Reinforcement 

Learning is defined as a Markov Decision Process where an RL agent interacts with a simulation 

environment through sensory inputs to determine actions that maximize long-term rewards. Unlike 

supervised machine learning algorithms, RL methods do not require a training dataset and can handle 

complex scenarios and tasks via simulation environments [25, 26]. The suggested approach has the 

potential to facilitate experiential learning and maintain user engagement in VR learning applications. 

The resulting 3D virtual environments are customized to individual preferences and can be utilized 

across various interfaces, including VR headsets, smartphones, and computers, to augment user 

interactions with virtual environments. 

3.  Application and discussion 

3.1.  PCG based on RL 

The integration of PCG and ML techniques is investigated by researchers for the automated creation of 

educational VR content. This approach shows great potential for producing personalized and adaptive 
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educational environments in various domains including education. Given the importance of 

engagement and experiential learning in contemporary human-computer interaction (HCI) design, 

PCG can play a crucial role in generating effective and meaningful content. RL has been employed to 

personalize narrative-centered applications using affective and cognitive modeling, while also 

generating new VR educational environments that can be adjusted in real-time [27]. Additionally, the 

use of computational formalism based on multi-armed bandits and Long-Short Term Memory 

Networks approaches have been proposed to generate new training scenarios for the Army [28]. 

Cunningham et al. proposed a Deep RL approach towards procedural PCG to automatically 

generate multiple interconnected VR environments for personalized learning [29]. RL approaches to 

PCG offer advantages over supervised learning methods, as they do not require training data. This 

work significantly contributes to the advancement of RL-based PCG by showcasing the capability to 

produce diverse contexts for teaching the same fundamental concept. A case study is presented to 

demonstrate the feasibility of the proposed RL-based PCG approach using probability distributions 

within virtual environments. The proposed method holds potential in enabling the automatic creation 

of a series of virtual environments linked by a shared concept or theme. 

3.2.  PCG in intelligent tutoring system 

The field of AI has seen increasing interest in developing applications that enhance the skills of users 

through engaging them in real-world learning environments by leveraging ML and AI to tailor training 

based on the learning needs, goals, and preferences of learners. One example of this is a firefighting 

training application that uses PCG to generate scenarios that reflect different levels of skill required 

[30]. Another application is a PCG-based learning tool for teaching fractional arithmetic, which 

creates multiple levels within the application to improve engagement and learning outcomes [31]. 

Similarly, a PCG approach with gamification was used to enhance students' engagement in math 

learning [32]. 

Recent studies have proposed PCG frameworks based on genetic algorithms and Support Vector 

Machines, which generate educational game content based on desired learning objectives and 

individual preferences [33, 34]. Furthermore, the planning of tutorials constitutes a critical element of 

adaptive training systems that employ reinforcement learning techniques to provide dynamically 

customized learning experiences based on the Interactive, Constructive, Active, Passive framework for 

cognitive engagement [35]. The policies that performed the best were those that maximized learning 

gains by utilizing an adaptive fading technique. As learners progressed through the training course, 

they were provided with less remedial instruction, which was less cognitively demanding. This data-

driven approach to tutorial planning offers the potential for deeply adaptive training experiences by 

continually refining policies based on learners' individual needs and responses. 

3.3.  Future directions on VR educational content creation 

This article presents a discussion on the potential of utilizing AI-based learning to enhance the efficacy 

of virtual reality (VR) content creation and suggests directions for further research. Acknowledging 

the nascent stage of the current work, the article highlights the need for testing in educational settings. 

Firstly, the prior work concentrating on generating multiple virtual environments for a simulated 

manufacturing system to impart fundamental pedagogical concepts needs to be extended. 

Subsequently, future research should focus on generating various immersive VR learning 

environments for both manufacturing and service systems, incorporating a diverse array of variables 

and constraints to facilitate personalized and adaptive learning applications and maintain students’ 

engagement and motivation over time [36, 37]. Secondly, the article notes that creating content in 

Unity3D for VR entails a time-consuming and steep learning curve. Thus, future work should seek an 

approach for content creation that can be easily and rapidly implemented without requiring 

programming expertise, making it affordable for educators to adopt and implement in their curriculum. 

Additionally, the study would have been improved by a larger sample size, and future research should 

evaluate the effect of RL-based instructional policies within a run-time virtual learning environment. 

Proceedings of the 5th International Conference on Computing and Data Science
DOI: 10.54254/2755-2721/17/20230905

27



Furthermore, extending RL-based policies to support remedial coaching interventions that target 

human-performance dimensions is an important next step. 

Figure 2 shows the software architecture and user flow for implementing the proposed Deep RL 

approach to PCG for creating VR learning environments with multiple contexts linked by an 

overarching theme. The approach utilizes the Unity real-time creation engine in combination with ML-

Agents SDK to implement the RL algorithm policy that maximizes the expected reward for generating 

optimal policies. The user interacts with the VR learning environment through an application hosted in 

Unity, which communicates defined data, including language, image, video, 3D scene, etc. to the ML-

Agents platform to determine the appropriate environment to be generated and pass this information 

back to Unity to realize. The action and state correspond to content generation decisions and the 

provided parameters in the PCG context. 

The proposed approach can dynamically accept state and reward from the user and system that 

dictates certain environments with different contexts and constraints the agent should generate and 

build. It addresses the complexity of visual, physical, and cognitive factors in VR learning 

environments and provides a foundation for future technology roadmap that may enable PCG in 

educational settings to achieve more personalized and automatic systems capable of exploration, 

prediction, decision-making, and self-evolution. The proposed approach has been validated through 

simulations to meet the required parameters for building safe, robust, and comprehensible AI 

platforms beyond the generative AI phase. 

 

 

Figure 2. Software architecture and user flow for proposed PCG RL approach. 
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4.  Conclusion 

This systematic review aims to comprehensively evaluate the state of research on RL-based PCG for 

VR educational applications. The review identifies the potential of PCG methods to reduce resource 

requirements for VR content generation and provide personalized content using ML. RL-based 

approaches can learn to generate virtual environments in multiple personalized contexts connected by 

a common theme without requiring a dataset for training compared to PCG approaches. However, the 

review highlights the need for future studies to demonstrate the capability of the proposed deep RL-

based PCG method in generating a diverse range of high-quality contexts to teach the underlying 

pedagogical concept by using less parameterized representations to enhance generalizability for VR 

applications.  

The review suggests that future work should seek to develop easy, rapid, and affordable approaches 

for educational content creation that can be implemented into curriculum without usability issues. 

Additionally, the impact of this approach on personalization should be studied in run-time virtual 

learning environments to evaluate its impact on motivation and learning outcomes of learners. 
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