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Abstract. With the development of optical network, modern optical network needs better 

performance. Because the traditional optical transceiver technology has a delay according to the 

flow switching transmission configuration, the delay optical network service still adopts the 

original configuration transmission, so a certain degree of frequency spectrum resources waste 

and high blocking rate will be caused. The above situation can be improved if the transmission 

configuration can be deployed in advance based on the predicted traffic. Federated learning is a 

scheme of distributed training model, which can train the traffic prediction model in distributed 

way under the premise of ensuring the privacy of client data, which is very suitable for the traffic 

prediction of optical network terminals. This paper proposes an intelligent optical transceiver 

technology based on federal learning traffic prediction, applies the federal learning on the traffic 

prediction of optical communication network terminal, distributed training traffic prediction 

model, and deploy the optical transceiver early transmission configuration such as modulation 

format and baud rate parameters, thus to weaken the delay of optical transceiver technology, 

reduce the network blocking rate and improve the transmission performance of optical network. 

Keywords: federated learning, traffic prediction, optical transceiver technology. 

1.  Introduction 

With the development of optical network, business types and business traffic have been greatly increased, 

modern optical network needs better performance, and the optimization of more intelligent optical 

transceiver technology can provide possibilities for more flexible optical network. Because the 

traditional optical transceiver technology has a delay according to the flow switching transmission 

configuration, the delay optical network service still adopts the original configuration transmission, so 

a certain degree of frequency spectrum resources waste and high blocking rate will be caused. The above 

situation can be improved if the transmission configuration can be deployed in advance based on the 

predicted traffic. Federated learning is a scheme of distributed training model, which can train the traffic 

prediction model in distributed way under the premise of ensuring the privacy of client data, which is 

very suitable for the traffic prediction of optical network terminals. 

Some scholars have made prospective research on the above aspects. McMahan B presented the 

concept of federated learning, distributing training data across mobile devices and forming a shared 

model by aggregating local computing updates (aggregating locally-computed updates [1]. Shangjing 

Lin proposed the wireless communication traffic prediction model based on federated learning, the 
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traffic prediction model of each single grid base station, the central cloud server uses the federated 

average algorithm to integrate the parameters of the grid traffic model with similar traffic distribution 

[2]. K.Yonenaga  introduced The traditional bandwidth variable optical transceiver technology which 

can dynamically optimize the transmission link by changing the baud rate and modulation format[3]. Li 

Shuai Introduced traffic prediction into optical transceiver scheme, the simulation results show that this 

scheme can significantly reduce the network blocking rate and improve the performance of optical 

network [4].  

This paper innovatively proposes the intelligent optical transceiver technology based on federal 

learning traffic prediction, applies the federal learning on the traffic prediction of optical communication 

network terminal, distributed training traffic prediction model, and deploy the optical transceiver early 

transmission configuration such as modulation format and baud rate parameters, thus to weaken the 

delay of optical transceiver technology, reduce the network blocking rate and improve the transmission 

performance of optical network. 

2.  Theoretical basis 

2.1.  Traditional optical transceiver technology 

Under the condition of considering the transmission limit of the physical layer (including transmission 

distance and ONSR, the bandwidth variable optical transceiver opportunity establishes a static query 

table under the SDON framework, that is, the transmission capacity of different sizes correspond to the 

corresponding modulation format and wave rate parameters [3] [5]. The modulation formats mainly 

include: BPSK, QPSK, 16 QAM, etc., such as 7 G Baud, 8 G Baud, etc. When the optical network traffic 

and SNR requirements change, the optical transceiver opportunity will be configured according to the 

configuration action in the query table to meet the different transmission requirements of the service. 

However, due to the certain configuration switching delay of the traditional optical transceiver, the 

original configuration transmission is still used in the switching process, which cannot be quickly 

switched to the corresponding configuration, resulting in the decline of the transmission performance of 

the optical network. If it fails to quickly switch to the corresponding configuration when a high 

transmission bandwidth is required, the network blocking rate will increase, or if the low transmission 

bandwidth cannot be quickly switched to the corresponding configuration, which will lead to a waste of 

spectrum resources. 

2.2.  Federal learning 

In federated learning, we aim to train models across multiple child nodes that can communicate only 

with a common central node without the need to exchange their data samples [6]. The federated learning 

process is divided in four steps: ① The central node sends a global model to each child node. ② Each 

child node is locally updated with the method of stochastic gradient descent (SGD). ③ Send the 

parameters of the local model of each child node to the central node. ④ The central node aver the model 

parameters according to the weights to generate a global model for the next round of training.  

The process of federal learning is shown in figure 1. 

 

Figure 1. The process of federal learning. 
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In the above four-step cycle, the accuracy of the model will gradually improve with the number of 

training rounds. 

2.3.  Flow prediction method 

In view of the traffic prediction problems, a large number of related studies have emerged at home and 

abroad. Traditional algorithms generally use statistical probability model or time series prediction model 

for flow prediction, such as AR, MA, ARMA, and ARIMA [7-8]. As the deep learning algorithm makes 

breakthroughs in various fields, the long CNN that can capture spatial correlation and the long and short 

memory LSTM networks that can capture temporal correlation are gradually applied to the field of 

communication traffic prediction. Because optical communication network terminals pay more attention 

to the relationship between traffic size and time, LSTM network is selected for prediction. 

In the past, many researchers use RNN model to predict temporal flow data [9], but the RNN model 

cannot solve the problem of long-term dependence of temporal flow, it is difficult to learn the past long 

time flow, and the LSTM model as a special RNN model, on the basis of RNN model added a state, 

retained the to the current time t all historical information to realize the information within the model, 

which can solve the gradient disappear and explosion in long time series training, can have better 

prediction effect in long time series [10]. 

 

 𝑐𝑡=𝑓𝑡⨀𝑐𝑡−1+𝑖𝑡⨀𝑐𝑡̃,𝑠𝑡=𝑜𝑡⨀𝑡𝑎𝑛ℎ(𝑐𝑡),𝑐𝑡̃=𝑡𝑎𝑛ℎ(𝑊𝑐𝑥𝑡+𝑈𝑐𝑠𝑡−1+𝑏𝑐) (1) 
 

⨀  is the product of matrix elements; 𝑐𝑡−1 is the memory unit of the previous moment; 𝑐𝑡̃  is a 

candidate state obtained after mapping by nonlinear functions; and 𝑡𝑎𝑛ℎ is a hyperbolic tangent function. 

The LSTM model controls the transfer of information in the network by introducing Gating 

Mechanism, and the three gating units in the model are the input gate it, forgetting gate ft, and output 

gateot. The values of the three gates in the LSTM model are between 0 and 1, representing passing 

through information in a certain proportion. The forgetting gate ft controls the candidate state of the 

current moment  ct̃ retains partial information, the input gate it controls the retention of the candidate 

state at the current moment ct−1; the output gate ot selectively outputs the information to the hidden 

state ht by controlling the current state  ct. 

The calculation methods of the three doors are respectively: 

 

 𝑖𝑡=σ(𝑊𝑖𝑥𝑡+𝑈𝑖𝑠𝑡−1+𝑏𝑖),𝑓𝑡=σ(𝑊𝑓𝑥𝑡+𝑈𝑖𝑠𝑡−1+𝑏𝑓),𝑜𝑡=σ(𝑊𝑜𝑥𝑡+𝑈𝑜𝑖𝑠𝑡−1+𝑏𝑜) (2) 

 
The structure of LSTM model is shown in figure 2. 

 

Figure 2. LSTM model. 

3.  Model of global traffic prediction 
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The global traffic prediction model is trained by applying the federated learning on the optical network 

terminal traffic prediction. The basic structure of the model adopts a model composed of one layer of 

LSTM and one fully connected layer, with the parameters set to input _ size = 2, hidden_size=4, 

output_size=1, and number _ layer = 1. First, each edge computing server collects traffic data and trains 

the local traffic prediction model. The training method is to find the model parameters that minimize the 

loss function. The optimized loss function in this paper is the mean square error of the predicted traffic 

and the true traffic; 
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Second, the edge ccomputing server will be local traffic prediction model parameters uploaded to 

the central cloud server, by the central cloud server model parameters fusion, and the fusion of model 

parameters to the edge computing server, fusion parameters is the FedAvg, namely the local data 

proportion to weight the parameters of each node form the global model parameters; 
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Finally, each edge computing server continues to conduct local model training on the basis of the 

converged model parameters until the end of the training to form a general traffic prediction model. The 

existing traffic prediction schemes generally adopt the centralized training framework, which requires 

to gather a large amount of traffic data on a central server for model training, with high communication 

cost and high model complexity. The model proposed in this paper is a distributed training framework. 

Each edge computing server only needs to collect traffic data at the regional level for model training. 

Therefore, the communication cost is small and the model complexity is low. 

The intelligent optical transceiver technology architecture based on federal learning traffic prediction 

is shown in the following figure below. In the SDON framework, the trained traffic prediction module 

of the controller will monitor the optical transceiver traffic and predict the future traffic in real time, the 

control module of optical transceiver in the controller will query the optical transceiver configuration 

switch table and determine if the traffic exceeds a certain threshold, the optical transceiver, the 

modulation format, baud rate and other parameters to the appropriate position [11]. 

The structure of the intelligent optical transceiver technology is shown in figure 3. 

 

Figure 3. Intelligent optical transceiver technology. 

4.  Experimental results 

We selected traffic data collected every five minutes for ISP communication equipment with centers in 

11 European cities, from 07 to 11:17, and experimental data from two of these periods were selected as 
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local data for two sub nodes. The traffic prediction model is trained through federated learning, and the 

model is verified on the local data by summarizing the central node parameters in each round. The 

following figure shows the true and predicted values of the local traffic data in the ten rounds, 

respectively. The results of training in Node1 and Node2 is shown in figure 4,5,6,7. 

 

Figure 4. Results of the first round of training: (a) Node1 (b) Node2. 

 

Figure 5. Results of the third round of training: (a) Node1 (b) Node2. 

 

Figure 6. Results of the fifth round of training: (a) Node1 (b) Node2. 
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Figure 7. Results of the ninth round of training: (a) Node1 (b) Node2. 

With the increase of the number of training rounds, the gap between the true value of traffic and the 

predicted value of traffic gradually decreases, indicating that the flow prediction model is more accurate. 

From this experiment, we can prove that federated learning can indeed distributed train the traffic 

prediction model on the premise of ensuring the privacy and difference of client data. 

5.  Conclusion 

This paper innovatively proposes the intelligent optical transceiver technology. Through the 

transmission configuration deployment according to the predicted traffic, it can avoid the waste of 

spectrum resources and high blocking rate caused by the deployment delay of the traditional optical 

transceiver technology, to improve the transmission performance of the optical network. In this paper, 

we introduce federated learning into network traffic prediction, refine the federated learning scheme for 

optical terminal network traffic prediction, and prove its feasibility with experiments. This paper 

combines the above two points, proposes the intelligent optical transceiver technology based on 

federated learning traffic prediction, and optimizes the current traditional optical transceiver technology. 

There are currently many improved versions of federated learning, and there has been quite a lot of 

research trying to improve the underlying FedAvg model. These studies can be divided into two major 

categories, improvements to local training and improvements to aggregation, such as personalized 

federated learning, federated learning based on contrast learning MOON algorithm, and so on. In the 

future, we can try which federated learning efficiency and effect are better in the application scenarios 

of intelligent optical transceiver technology. In the vision of 6G communication, network slicing 

technology will be widely used. If the network can be classified according to the characteristics of traffic, 

and then set different transmission configurations for different categories, the optical transceiver 

technology will be further optimized. 
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