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Abstract. NLPstands for Natural Language Processing, it is a kind of artificial intelligence. 

That demonstrate with scrutinize, understanding, and accuse natural human languages. In such 

a manner that analog procedure would get in touch and human language excluding computer-

propel language like programming language such as c, c++, python, javascript. NLP field 

contains the intellect computer programming into an understanding language which is 

understandable by humans. So, powerful algorithms can even interpret one language into 

another language scrupulously. Natural language processing occasionally also known as 

“computational linguistics”, it uses semantics and syntax. It assists computers to acknowledge 

how humans talk or write and also it will know how to deduce meaning of words that they are 

saying. A language is designate as a synchronize of rules and symbols. These Symbol are 

amalgamated and used for disseminate the data as well as make contact to other resources. 

Symbols are potentiate by the rules and regulations. 

Keywords: spam filtering, dialogue system, machine translation, text categorization, 

information extraction. 

1.  Introduction 

Natural Language Processing (NLP) is the convergence of computer lexical and machine learning. 

The meadow of technology focus on transmission betwixt computers and natural language. NLP is 

about manufacturing computer to comprehend and give rise to human language in easy way. 

Computers can recognize numbers, but it doesn’t aware of characters, words, or sentences, so we can 

use the process of building NLP models in-between, like text representation which is in the form of 

computer understandable language. It will pivot on word-level portrayal, in an understandable form. 

Other rendering techniques are also narrow, like property or sub-words. NLP has been existed since 50 

years and has the roots incredibly in the sphere of linguistics. NLP has a heterogeneity of real-world 

application in many number of province inclusive of medical exploration, search machine, online 

searches and business reconnaissance. The sub-part of computer science is distinctively Artificial 

Intelligence (AI) that is more perturbed about making computers to understand the language and 

process the human language well organized in natural language processing. Technologically, the 
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foremost task of NLP is to programming computers for analyzing and extracting huge amount of 

natural language data. 

2.  Related work 

Majority of the leading natural language processing algorithm have been involved in the outlook 

which have been propagate the intelligent deportment including the obvious conception of the natural 

languages. All the protectorate between people, fraternity and abodeinitiate one or several networks. 

As relaters it considered the words as, after, because and since. The first approach they identified was 

a syntactic patterns, that may encrypt a antecedent and then now we are using Machine Learning. This 

approach representing the relationships between the demonstration and annexing with an prevalence 

matrix. EduarEduardo Blanco, Nuria Castell and Dan Moldovan represents a superintend method for 

the discernment and parentage of cause and effective relations from open provincetext. The NLP 

techniques can decide whether it does or does not follows the pattern instance encodes a causation of 

network. It only considered marked and essencecausation. 

The process included Steps like 

[1] Labeling each growing of pairs of named organization. 

[2] Making congregate pairs of named institution. 

[3] Proportional factors similarities among couple of named operation. 

[4] Getting co-occurrence companion of named body and their context 

[5] Tagging named entities in text corpora 

Social network analysis (SNA) is the most crucially about the research of dominant-subordinate 

and also as well for the structure about social environment.  

3.  Methodology 

 

Figure 1. Classification of Nature Language Processing. 
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In essence, Natural language processing (NLP) used an algorithm named decision tree which is the 

most popular algorithm. It is a supervised machine learning algorithm is used for classifying the 

problems, and it works in both categorical and continuous dependent variable types. This process is an 

materialize technology which propel complex nature of human language. 

Empathetic of the human language exhaustively needs a penetration of the concepts and words, and 

also how these are connected in sequence to define the deliberate results. Becoming more expert in a 

language is quite easy, but the indistinct characteristic and equivocation of natural languages are the 

two wide-ranging exposure that makes the system to implement more difficult. Presumably we are 

already aware of the intellectual fact, artificial intelligence and machine learning are all around us in 

simple things in our day to day life like electronic devices, many more gadgets. 

The following are some of the most prominent NLP algorithm used everywhere: 

➢ Lemmatization and stemming 

➢ Topic modelling 

➢ Keyword extraction 

1. Text rank 

2. Term frequency 

3. RAKE (Rapid Automatic Keyword Extraction) 

➢ Knowledge graph 

➢ Words cloud  

➢ Named entity recognition 

➢ Sentiment analysis 

➢ Text summarization 

➢ Bag of words 

➢ Tokenization 

3.1.  Natural Language Understanding 

NLU examine the data to arbitrate its meaning by wield algorithms to diminish human speech into an 

assembled ontology, a data model comprehend of semantics and pragmatics definitions. There are two 

rudimentary concepts in Natural Language Understanding (NLU): 

⚫ Intent 

⚫ Entity recognition 

➢ Intent recognition is the process of pointing out the user’s emotion of word in input text and 

adjudicate their intention. It is the first and supreme part of NLU because it demonstrate the 

context of the text. 

➢ Entity recognition is a distinct type of NLU that focal points on identifying the existence in a 

message, then distillate the preeminent information about those existence. Two types of 

entities are there: Entities and Numeric entities. 

Example: Ifwe appeal for an island camping trip on Maldives Island on May5 might been 

tumbledown because of some reasons like: ship tickets [intent] / need: camping lot skepticism [intent] 

/ Maldives Island [location] / May5 [date]. 

3.2.  Natural Language Generation 

The other subgroup of Natural Language Processing (NLP) is natural language generation (NLG). 

NLG permit computers to impulsively causenatural language text, devastate the way humans naturally 

communicates – a retirement from traditional computer-generated text. Eventually, computer-

generated content lacks the pliancy, emotion and personality that makes human-generated content 

interesting and charismatic. However, this is done by receiving the main topic of a document, and then 

using NLP to determine the most felicitous way to write the document in the user’s known language. 

Text is provoked based on this resolution. 

Example: 
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If we using NLG as an algorithm a computer can automatically give rise to a news article based on 

a set of data accumulate about a specific event about a particular product based on a series of product 

allocated. 

4.  Development frameworks and tools for Nlp  

The development frameworks and tools will help to build industrial applications discussed in the 

previous section of the processing. It is the class of machine learning algorithm where harder problems 

such as complex problem solving. Big data, video processing will be successfully solved with this 

algorithm. It is the best solution for image recognizing, image recognizing and also for big data. The 

requirement of the algorithm is large data get with good quality. Measurable and describable goals and 

enough to completing power. There are numerous development tools available in today’s scenario, due 

to consort interest it is shown by open source communities over the world. 

 

Figure 2. Block representation of stages in the development of Nlp tools. 

Table 1. Natural Language Processing tools. 

Tool  
Developer/ 

Supported by 

Native 

language 

support 

Usage  Application areas 

Core 

NLP 
Standard Group JAVA 

Open Source 

GPL 

Common N 

LP tasks and analytics 

NLTK 
Steven bird and 

Edward loper 
Python Apache Licence 

Common NLP tasks and analytics 

supported by apache software foundation 

Text 

Blob 
Steven loria Python Open source 

Specialized library for text analytics on 

top of NLTK 

Gensim 
RaRe 

Technologies 
Python GNU lesser GPL Specialized library of topic modelling 

Spacy Explosion AI Python MIT License 
Common NLP tasks and seamlessly 

integrates with python’s AI echo system 

Open 

NLP 

Apache software 

foundation 
Python Apache License 

Supports common NLP tasks and useful 

to build text analytics application 

 

GATE 

GATE Research 

team university of 

shef field UK 

JAVA GNU lesser GPL 
GUI based development tool for text 

mining language processing 
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5.  Results and discussion 

However the requirement and application of the algorithm used in the process are evaluated and the 

consequence of technology development using NLP has been discussed here. Natural Language 

Processing (NLP) has symbolize the overall performance held from the existing technology and 

current scenario outcomes results survey have been taken and the tools which are made for this 

process has also featured here.  The applications and future of NLP are discussed detailed this paper, 

as well as the implications and determination of the functioned algorithm can be specially 

recommended for the interpretation of the results. The paper ends with several recommendations for 

future research and for the future education period. The paper highlights the importance of various 

algorithm based on machine learning. The machine translation technique is the main source for the 

NLP process which is the most recommended contrast that featured suggestion. The software of 

superior functions determination techniques like world cloud algorithm. 

Table 2. Comparisons of the proposed and existing NLP area used. 

 

 

Figure 3. Result comparison. 

6.  Conclusion 

In this work systematic literature review for NLP techniques applied in the existed period and going to 

exist in the future has been stumbled on the paper. The algorithm and analysis of the process has been 

identified in some selection techniques. The analysis has also pointed out that solving methods for the 

solutions such as video processing and big data, during the track down the phase, many tools are used 

for the processing solution to process model extraction of natural language text, where the 

preponderance of the solutions applied parsers technique. During the extractions of natural language 

text into machine understandable language such as presence of anaphoric references are used for the 

process. It can also performing in the part of speech tagging, recognizing of words and speech and 

sentence segmentation. 
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