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Abstract. The national income level has always been a topic of concern, and there are many 

influences that affect the income. This paper focuses on the national work, age, education, 

marriage, gender, weekly working hours and other dimensions to explore the types of people 

with annual income above $50,000. In this paper, we select the data collected from the U.S. 

Census as the data set, divide the training set and the test set, and then construct logistic 

regression and decision tree models to predict the national income respectively. The 

experimental results show that the ACC of the logistic regression model is 0.773 and the AUC 

is 0.515, and the ACC of the decision tree model is 0.860 and the AUC is 0.900. It is verified 

that the decision tree has better performance in predicting national income. 

Keywords:Income Prediction, Python, Logistic Regression, Decision Trees. 

1.  Introduction 

In modern society, national income is an important economic indicator that reflects the overall level of 

a country or region's economy and the quality of life of its people. The prediction and analysis of 

national income is of great significance to governments, policy makers and individuals, and can 

provide powerful decision support for economic policy making, resource allocation and personal 

financial planning. With the rapid development of machine learning and data science, machine 

learning algorithms such as logistic regression and decision trees are widely used in the field of 

economics, providing economists and researchers with new tools and methods to forecast and analyze 

national income. Logistic regression is a supervised learning algorithm for classification problems, 

while decision trees are algorithms that can extract decision rules from data [1]. By combining logistic 

regression and decision trees prediction models can be built to make accurate predictions of whether 

national income is above a specific threshold. 

The main objective of this study is to explore the relationship between national income and other 

related factors using logistic regression and decision tree models, and to build prediction models to 

achieve accurate predictions of national income. By collecting and analyzing a large amount of 

economic data, this paper will investigate the association between national income and factors such as 

demographic characteristics, education level, and industry structure, and use machine learning 

algorithms for model training and prediction. 

Prediction of whether national income is above a certain threshold through logistic regression and 

decision trees can provide valuable information and decision support for individuals, households, 

governments, and policy makers, while also promoting the intersection of economics and machine 
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learning at the application level. These studies have important implications and value for economic 

decision making, resource allocation and economic development of individuals and societies. 

2.  Data 

2.1.  Data resource 

This project will use data collected by the U.S. Census and select supervised learning algorithms to 

accurately model and predict the income of respondents. The goal of this paper is to develop a model 

that can accurately predict whether a respondent's annual income exceeds $50,000 [2]. The data used 

in this paper were obtained from Kohavi and Becker. 

2.2.  Basic Data Information 

2.2.1.  Missing values 

To ensure the metrics of the data, the dataset was viewed for missing values. There are no missing 

values for each feature of the data and the numerical quality is excellent. Descriptive statistics were 

calculated for the numerical features and the mean, variance, and median information of each column 

feature were viewed as shown in Table 1. It is found that the distribution interval of capital-gain and 

capital-loss columns is relatively large, which is a trailing situation, and logging is performed to make 

their distribution more normal. 

Table 1. Data descriptive statistics 

 age fnlwgt education-num capital-gain capital-loss hours-per-week 

count 32561.000000 3.256100e+04 32561.000000 32561.000000 32561.000000 32561.000000 

mean 38.581647 1.897784e+05 10.080679 1077.648844 87.303830 40.437456 

std 13.640433 1.055500e+05 2.572720 7385.292085 402.960219 12.347429 

min 17.000000 1.228500e+04 1.000000 0.000000 0.000000 1.000000 

25% 28.000000 1.178270e+05 9.000000 0.000000 0.000000 40.000000 

50% 37.000000 1.783560e+05 10.000000 0.000000 0.000000 40.000000 

75% 48.000000 2.370510e+05 12.000000 0.000000 0.000000 45.000000 

max 90.000000 1.484705e+06 16.000000 99999.000000 4356.000000 99.000000 

2.2.2.  Distribution of the characteristics of each category 

As shown in Table 2, the distribution of each category feature is relatively normal. However, since the 

category features cannot be brought into the model for calculation, they are transformed by the unique 

thermal coding process. 

Table 2. Part of the category characteristics distribution 

Married-civ-spouse       14976 

Never-married            10683 

Divorced                  4443 

Separated                 1025 

Widowed                    993 

Married-spouse-absent      418 

Married-AF-spouse           23 

Name: marital-status, dtype: int64 

Husband           13193 

Not-in-family      8305 

Own-child          5068 

Unmarried          3446 

Wife               1568 

Other-relative      981 

Name: relationship, dtype: int64 
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2.3.  Data Analysis 

2.3.1.  Numerical characterization. Age and hours worked per week are chosen for this analysis, and 

the age characteristics are divided into national income categories (over $50,000 or not) and then 

visualized in a box plot. For the number of hours worked per week, the mean value of the number of 

hours worked per week for different income categories is calculated and then plotted as a bar chart, as 

shown in Figure 1. In terms of age distribution, the age of those earning >$50,000 is generally higher 

than that of those earning <$50,000, indicating that the older the person is, the more likely he or she is 

to earn more than $50,000. In terms of the average number of hours worked per week, those earning 

>$50,000 also work more hours per week than those earning <$50,000. The average number of hours 

worked per week for those earning >$50,000 is 45.5 hours, compared to 38.8 hours for those earning 

<$50,000, which shows that hours worked are an important factor in income. 

 
(a) 

 
(b) 

Figure 1. Average weekly hours worked by income category: (a)Age distribution of different incomes, 

(b)Average number of working hours per week for different incomes. 

2.3.2.  Category type feature analysis. For the analysis of category-based characteristics, the analysis 

is performed by calculating the proportion of >$50,000 versus <=$50,000 for different types of 

fetching values separately and presenting it with a stacked bar chart. Importantly, the proportions of 

income groups under different job types, marital status, family roles, and gender were analyzed, and 

the results are shown in Figure 2. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 2. Category type feature analysis: (a)Income ratio of different job types, (b)Income ratio of 

different marital status, (c)Different relationship income ratios, (d)Gender income ratio. 

From Figure 2, the effect of different types of earnings on income is also obvious. Without-pay and 

Never-worked are both below $50,000 because of the small base. From the perspective of marital 

status, Married-AF-spouse and Married-civ-spouse have the highest percentage of high-income people 

reaching about 50%, while Married-spouse-absent is the lowest at less than 1%. In terms of family 

roles, Husband and Wife high income ratio is the highest, both above 40%, which indicates that stable 

family income will also be a little higher. But Own-child's high income proportion is the lowest less 

than 1%. In terms of gender, Male's income is higher, with 30.1% of the high income group, which is 

larger than Female's high income group (10.9%). 

2.4.  Feature processing of data 

2.4.1.  Basic processing. The label Label is processed, and <=50K and >50K are converted to 0-1 

using {' <=50K':0,' >50K':1} rules to facilitate the subsequent construction of the classification model. 

Since the features education and education-num are duplicated, the education feature is removed. 

Since the distribution intervals of the capital-gain and capital-loss features were found to be relatively 

large, the log(x+1) display was used to convert them to a certain degree for the tilt correction. 

2.4.2.  Normalization process.  In order to prevent the problems caused by the different scales of the 

data, the numerical data are normalized to remove the effects of scale. A linear transformation is 

performed on the original data using min-max normalization, so that the results are mapped to the 

range [0,1] and the data are of the same size. The numerical characteristics 'age', 'education-num', 

'capital-gain', 'capital-loss', and 'hours-per-week' were processed, and some of the processed data are 

shown in Table 3. 

Table 3. Normalization results 

age fnlwgt education-num capital-gain capital-loss hours-per-week 

0.301370 77516 0.800000 0.667492 0.0 0.397959 

0.452055 83311 0.800000 0.000000 0.0 0.122449 

0.287671 215646 0.533333 0.000000 0.0 0.397959 

0.493151 234721 0.400000 0.000000 0.0 0.397959 

0.150685 338409 0.800000 0.000000 0.0 0.397959 

... ... ... ... ... ... 

0.136986 257302 0.733333 0.000000 0.0 0.377551 
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0.315068 154374 0.533333 0.000000 0.0 0.397959 

0.561644 151910 0.533333 0.000000 0.0 0.397959 

0.068493 201490 0.533333 0.000000 0.0 0.193878 

0.479452 287927 0.533333   0.835363 0.0 0.397959 

2.5.  Unique heat code 

Since there are many category features in the data that cannot be brought into the subsequent model 

for computation, they need to be processed using unique thermal coding. Because the sizes of the 

attributes of the unordered features cannot be compared among themselves, it is usually required that 

the unordered features (called unordered category variables) be transformed. A popular approach to 

unordered transformed category variables is to use a unique heat encoding scheme. The unique heat 

encoding creates a "dummy" variable for each possible category of each unordered categorical feature 

[3]. For example, suppose someFeature has three possible values A, B, or C. This feature is encoded as 

someFeature_A, someFeature_B, and someFeature_C. Some of the results for each particular feature 

after the unique heat encoding process are shown in Table 4: 

Table 4. Unique heat code processing results 

native-countr

y_ Taiwan 

native-country

_ Thailand 

native-country_ 

Trinadad&Toba

go 

native-countr

y_ 

United-States 

native-country

_ Vietnam 

native-country_ 

Yugoslavia 

0 0 0 1 0 0 

0 0 0 1 0 0 

0 0 0 1 0 0 

0 0 0 1 0 0 

0 0 0 0 0 0 

... ... ... ... ... ... 

0 0 0 1 0 0 

0 0 0 1 0 0 

0 0 0 1 0 0 

0 0 0 1 0 0 

0 0 0 1 0 0 

3.  Logistic regression 

The logistic regression algorithm is often applied in dichotomous problems, where the data with 

N-dimensional characteristics in dichotomous problems, each independent variable x corresponding to 

y takes only two possible values 0 or 1. Due to the characteristics of the logistic regression model, it 

has a relatively good performance in solving dichotomous models. Logistic regression is a multivariate 

analysis method that studies the relationship between the dependent variable as a dichotomous or 

multicategorical observation and the influencing factor (independent variable) and is a probabilistic 

nonlinear regression [4]. Logistic regression predicts the classification of a sample by creating a 

logistic function (also called Sigmoid function).  

3.1.  Fundamentals 

The basic principle of logistic regression is by mapping the output values of a linear regression model 

into a probability interval and then classifying them according to a threshold. Its output in the 

prediction problem is a probability value that represents the probability that the sample belongs to a 

Table 3. (continued). 
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certain category. Logistic regression assumes that the output variables of the sample obey the 

Bernoulli distribution, i.e., the binomial distribution. The output of the linear regression model is 

restricted to between 0 and 1 by applying a logistic transformation to it, indicating the probability that 

the sample belongs to a certain category [5]. The logistic function used in logistic regression is the 

Sigmoid function, which has an S-shaped curve that maps the real numbers between 0 and 1. The 

logistic regression model representation is shown below. 

ℎ𝜃(𝑥) = 𝑔(𝜃𝑇 ∗ 𝑥) 

where 

ℎ𝜃(𝑥) denotes the probability that the sample 𝑥 belongs to the positive class,, 

𝑔(𝑧) denotes the logistic function (Sigmod function), 

𝜃 is the parameter vector of the model, 

𝑥 is the feature vector of the output sample. 

The model training process of logistic regression usually uses maximum likelihood estimation or 

gradient descent method. Maximum likelihood estimation is a commonly used parameter estimation 

method to select the optimal parameters by maximizing the likelihood function. Gradient descent is an 

optimization algorithm that minimizes the loss function by iteratively updating the parameters. The 

key to training a logistic regression model is to define the loss function and choose a suitable 

optimization algorithm. A commonly used loss function is the log loss function (log loss), which is 

used to measure the difference between the predicted probability and the true label. Commonly used 

optimization algorithms include gradient descent, stochastic gradient descent, and Newton's method. 

3.2.  Experimental 

Logistic regression does not have a particularly large number of hyperparameters to be adjusted, so the 

LogisticRegression() model in sklearn is used for logistic regression model building. The training set 

is used to model the parameters of the logistic regression model, and then the test set is used to see 

how well the model predicts the unknown data set. After obtaining the model, the model was used to 

predict the training set and the test set and to calculate each classification index to observe the 

performance of the model (Table 5): 

Table 5. Results of logistic regression indicators 

 ACC AUC 

Training set 0.753 0.504 

Test set 0.773 0.515 

 

The prediction results of the logistic regression model on the training and test sets are plotted as 

ROC curves as shown in Figure 3. From Figure 3, the logistic regression model performs well in terms 

of accuracy, reaching 0.7+ in both the training and test sets, but the AUC performance is poor at about 

0.5. 

Therefore, from the two classification results, logistic regression cannot predict the national income 

with comparable accuracy. 
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(a) 

 
(b) 

Figure 3. The prediction results of the logistic regression model: (a) Receiver operating characteristic 

of Logistic regression training set, (b)Receiver operating characteristic of Logistic regression test set 

4.  Decision tree 

The decision tree algorithm is an inductive instance-based learning method that inductively obtains a 

tree model from some unordered data. Each intermediate node of the tree model records which 

threshold value based on which feature is used to classify the data, and the leaf nodes in the tree model 

represent the final judged category [6]. When a new data comes over to judge the classification, the 

data is divided and categorized by the tree path obtained from the training. 

4.1.  Principles 

The basic principle of the decision tree algorithm is to generate a tree structure by recursively 

partitioning the dataset such that each internal node represents an attribute test and each leaf node 

represents a category label or regression value. Based on the different types of attributes, decision tree 

algorithms can be divided into two types: classification trees and regression trees [7]. 

4.1.1.  Classification trees. Classification trees are used to handle the classification task, which divides 

the data set into different categories. In classification trees, each leaf node represents a category label 

and each internal node is tested based on the attribute values and divides the dataset into different 

sub-nodes until a predefined stopping condition is reached (e.g., purity reaches a certain threshold or 

maximum depth is reached). 

4.1.2.  Regression tree. The regression tree is used to handle the regression task, which divides the 

dataset into different intervals of values. In a regression tree, each leaf node represents a numerical 

output and each internal node is tested based on attribute values and divides the data set into different 

sub-nodes until a predefined stopping condition is reached. 

4.2.  Theoretical basis  

The decision tree algorithm is a supervised learning algorithm based on a tree structure for solving 

classification and regression problems. Its theoretical basis includes the following aspects [8]: 

4.2.1.  Information theory and entropy. The basic idea of decision tree algorithm is to divide the data 

set by selecting the optimal features according to the concept of information theory, so that each 

divided subset has less purity or uncertainty in the target variable. Entropy is a measure of uncertainty 

used in information theory, and a common measure used in decision tree algorithms is the information 

gain (or information gain rate), which is the difference between the entropy of the original set and the 

entropy of the partitioned subsets. 

Proceedings of the 5th International Conference on Computing and Data Science
DOI: 10.54254/2755-2721/22/20231225

59



 

 

4.2.2.  Recursive partitioning and greedy strategy. The decision tree algorithm uses recursive 

partitioning to construct a decision tree, i.e., by selecting the best features to partition the dataset and 

further partitioning each partitioned subset recursively as a new dataset until the stopping condition is 

satisfied. At each division, the decision tree algorithm uses a greedy strategy to select the current best 

feature for the division in the expectation of better overall results. 

4.2.3.  Feature selection and partitioning criteria. The decision tree algorithm divides by selecting the 

best features to make the divided subset more pure. Commonly used feature selection criteria include 

information gain, information gain rate, Gini index, etc. These criteria evaluate the importance of the 

features during the computation and select the features with better classification ability for division. 

4.2.4.  Pruning Strategy and Model Complexity. Decision tree algorithms are prone to overfitting 

problems, i.e., they perform well on training data but have poor generalization ability on new data. To 

solve the overfitting problem, the decision tree algorithm introduces a pruning strategy, i.e., after 

constructing a complete decision tree, some nodes or subtrees are pruned to reduce the model 

complexity and improve the generalization ability. 

4.3.  Construction process 

The process of constructing a decision tree algorithm can be divided into the following steps: 

4.3.1.  Feature selection. The best attribute is selected as the division attribute of the current node. 

Commonly used feature selection criteria include information gain, information gain ratio, Gini index, 

etc [9]. 

4.3.2.  Node partitioning. According to the selected division attributes, the dataset is divided into 

multiple sub-datasets, and each sub-dataset corresponds to a child node. 

4.3.3.   Recursive construction. For each sub-node, steps 1 and 2 are repeated until a predefined 

stopping condition is reached (e.g., purity reaches a certain threshold or maximum depth is reached), 

or the dataset is empty. 

4.3.4.  Leaf node labeling. Assign a category label or regression value to each leaf node, which is 

usually determined using majority voting or the mean. 

4.4.  Experimental 

This paper use the DecisionTreeClassifier () model in sklearn for decision tree model building. First, 

we use the training set to model the parameters of the decision tree model, and then we use the 

validation set to see how the model performs for unknown data. Since the decision tree has more 

hyperparameters, it needs to be adjusted, and the main parameters are max_depth and 

min_samples_split. As a result, the model works better when the parameters are max_depth = 9 and 

min_samples_split = 4 after several tests. 

The performance of the decision tree model in the training and validation sets for ACC and AUC 

metrics is further calculated as shown in Table 6: 

Table 6. Decision tree indicator results 

 ACC AUC 

Training set 0.864 0.922 

Test set 0.860 0.900 

 

And the prediction results of the decision tree model on the training and test sets are plotted as 

ROC curves as shown in Figure 4. Based on Figure 4, the prediction results of the decision tree model 
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are very good, with the ACC indicator results of 0.86+ on both the training and test sets, and the AUC 

results of 0.9+. This indicates that the model can accurately predict whether the national income is 

greater than $50,000. 

Figure 4. The prediction results of the decision tree model: (a)Receiver operating characteristic of 

decision tree training set, (b)Receiver operating characteristic of decision tree test set 

5.  Limitation 

5.1.  Limitations and challenges of logistic regression: 

Logistic regression is based on the assumption of linearity, assuming a linear relationship between 

characteristics and national income. However, in real situations, national income is affected by 

multiple factors and may have nonlinear relationships, so logistic regression models may not capture 

the complex relationships well. Logistic regression models usually cannot directly deal with nonlinear 

relationships and interactions between features. The predictive performance of logistic regression 

models may be limited if there are nonlinear relationships or interactions between features. In addition, 

logistic regression models are sensitive to outliers, i.e., a few outliers may have a large impact on the 

parameter estimation and prediction results of the model. This may lead to a decrease in the stability 

and robustness of the model. Logistic regression models are relatively difficult to handle missing 

values and usually require the conversion of categorical features to numerical features. This involves 

the processing of feature engineering and may lead to loss of information or introduction of bias. 

5.2.  Limitations and Challenges of Decision Trees: 

Decision trees are prone to overfitting, especially when the depth of the tree is large or the training 

samples are small. Overfitting can lead to models that perform well on training data but generalize 

poorly on new data. Decision trees are very sensitive to small changes in the input data, i.e., minor 

data changes may result in a completely different tree structure [10]. This makes decision trees less 

stable in some cases and more sensitive to data noise and outliers. Decision trees are usually used to 

handle continuous features by thresholding the divisions. However, it is a challenge to choose the 

appropriate division point and division strategy for the processing of continuous features. Different 

division methods may lead to different decision tree structures and prediction results. Decision trees 

face challenges when dealing with high-dimensional data. As the number of features increases, the 

complexity and computational complexity of decision trees also increase, which can easily lead to 

dimensional disasters and overfitting problems. 

 
(a) 

 
(b) 
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6.  Conclusion 

In this paper, we mainly used python's numpy and pandas to clean and pre-process the data, normalize, 

and unique hot coding, and then completed the visual analysis exploration of the factors affecting 

income, including the type of work, marital status, and family roles, etc. using matplotlib and seaborn. 

The analysis shows that men have a higher proportion of high income than women, and the older the 

group, the higher the income is likely to be, and the higher the number of hours worked per week is 

likely to be. Two models, logistic regression and decision tree, are used to calculate ACC and AUC 

indicators respectively using sklearn library, and the models are judged to be good or bad. Through the 

comparison of operations and results, the decision tree is proved to be the current optimal prediction 

model. However, both logistic regression and decision tree based algorithms have some problems 

when forecasting national income. Therefore, other machine learning algorithms or suitable feature 

engineering, data preprocessing and model tuning methods can be considered to improve the 

forecasting performance. 
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