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Abstract. This paper proposes a method of predicting the realized volatility of financial assets 
using LGBM and RNN models. The study utilizes Convolutional Neural Networks to construct 
sub-indicators capturing the liquidity and volatility of financial assets. These sub-indicators are 
used to develop comprehensive measures of liquidity and volatility. Lognormal random walk 
theory is applied to each asset dimension to price volatility for multiple assets, and the value of 
European options independent of path is obtained via multiple integration. Monte Carlo method 
is applied to solve the integral, which becomes inefficient in the case of high dimension and 
orthogonality. This study also involves leveraging LGB and other models to efficiently exploit 
data to create high returns and achieve the highest sharp ratio. The current dataset, which comes 
from a recognized international market maker, includes stock market data that is important for 
trade execution in the financial markets, particularly snapshots of the order book and executed 
trades. The study shows that the proposed method can accurately predict the realized volatility 
of financial assets. 

Keywords: Light Gradient Boosting Machine, Recurrent Neural Network, Realized Volatility, 
log return. 

1.  Introduction  
The year 2022 is a significant year for the global options market, marking the first instance of new 
options being listed since 2019, encompassing a variety of options types such as stock index and Full 
name ETF options, and across several trading venues, including the China Financial Exchange, 
Shanghai Stock Exchange, and NASDAQ Stock Exchange. From the perspective of historical 
performance, the listing of new option varieties is expected to significantly stimulate the current option 
trading heat. In the case of the overall weakness of the stock market in 2022, the total growth rate of the 
option position remained above 20%. Since the listing of the new option, the daily average position has 
risen steadily and maintained a high growth momentum. The factors that affect the basis of equity futures 
can be divided according to the length of the period: long-term stable long and short position game, 
short-term market sentiment and put option hedging position adjustment, and cyclical dividend effect. 
It is believed that the convergence of the basis at the end of 2023 may be attributed to several factors. 
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In the short term, the effect of stabilizing the real estate and opening up the policy gradually appears, 
and the stock index futures should be more optimistic about the trend of the index in the coming months. 
In addition, when the index falls, the hedging position of put option products also makes the price of 
stock index futures rise instead of falling compared with the spot price because of its hedging 
characteristics of "high selling and low absorbing".  

In conjunction with foreign research findings, the present study employs Convolutional Neural 
Networks to construct a range of sub-indicators that capture the liquidity and volatility of financial 
assets, subsequently utilizing these sub-indicators to develop comprehensive measures of liquidity and 
volatility. To price volatility for multiple assets, the lognormal random walk theory is applied to each 
asset dimension, and the value of European options independent of path is obtained via multiple 
integration. The essence of the pricing of such options is to calculate the integral, which will become 
very inefficient in the case of high dimension and orthogonality, and Monte Carlo method can solve this 
problem [1]. The principle of Monte Carlo integral estimation is simple: integral is the average value 
multiplied by a quantity, which is a continuous accumulation process. The average value can be 
estimated by random number, with time complexity of O (N) and accuracy of O (1/N1/2), which is 
independent of dimension [2]. In the 1960s, scholars have carried out a lot of research on low-deviation 
sequences, and proved that non-random distribution can reach the accuracy of O (1/N) (there may be 
small correlation between dimensions). Nowadays, once random numbers are needed, low-deviation 
sequences are still a very useful tool, and are also widely used in the field of option pricing [3]. In the 
early 1990s, many scholars (Cheyette, Barrett, Moore, Wilmott, etc.) expanded upon their previous 
achievements and delved deeper into the problem of the multi-asset option pricing. They applied the 
knowledge of number theory to the financial field in terms of volatility, each index has obvious 
amplification of volatility, but the direction and amplitude of fluctuation among the indexes are 
relatively consistent, without obvious difference [4]. There is no obvious change in the time distribution 
of the transaction. In the long run, it may also be the recent slowdown in the growth of neutral strategy 
products [5]. Another possible reason is that the continuous listing of option products in the second half 
of the year has increased the richness of hedging tools, dispersed the demand for long hedging and 
reduced the overall strength of short positions in stock index futures. These developments have given 
rise to the need for effective multi-party data and increased the demand for efficient Artificial 
Intelligence (AI) models [6]. 

Combining the micro-characteristics of each index and the performance of high-frequency trading in 
data, deep learning will play a greater role. This study will involves leveraging LGB and other models 
to efficiently exploit data to create high returns, achieve the highest sharp ratio, and use the effective 
stock market factor to re-open the return window in the current environment of epidemic recovery and 
global recession. 

2.  Method 

2.1.  Dataset description 
The present dataset has been sourced from a reputable global market maker and can be accessed through 
Kaggle.  This dataset, which describes Optiver Realized Volatility Prediction, includes order book 
snapshots and executed trade data that are important for trade execution in the financial markets. In 
particular, some variables used for the main research are fully and truly supported, such as the returns 
that are widely used in the financial industry, but whenever some mathematical models are needed, it is 
better to use logarithmic returns.  

The standard deviation of stocks' logarithmic returns serves as an important input to our model when 
we trade options. Since the standard deviation of the logarithmic return will fluctuate depending on 
whether it is calculated over a longer or shorter time period, it is typically normalized to a one-year 
period. This annualized standard deviation is known as volatility. 

The order book is also one of the main sources of stock valuation. The valuation based on fair book 
value must consider two factors: the level and size of the order. In this competition, we use the Weighted 
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Average Price (WAP) to calculate the instantaneous valuation of stocks and take the realized volatility 
as our goal. Figure 1 and Figure 2 present the weighted average price and logarithmic returns, 
respectively.  

𝜎𝜎 = �∑ 𝑟𝑟𝑡𝑡−1,𝑡𝑡
2

𝑡𝑡                                                                                            (1) 

𝑊𝑊𝑊𝑊𝑊𝑊 = 𝐵𝐵𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1∗𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖1+𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖1∗𝐵𝐵𝑖𝑖𝑖𝑖𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖1
𝐵𝐵𝑖𝑖𝑖𝑖𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖1+𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖1

                                                               (2) 

 
Figure 1. Weighted average price. 

 
Figure 2. logarithmic returns. 

It permits fine-grained studies of the microstructure of contemporary financial markets at a resolution 
of one second. The test set utilized includes information that can be used to create features and can 
foretell information for around 150,000 target values. According to our estimates, loading the entire 
dataset may consume more than 3 GB of memory. During the training phase of the competition, most 
of the test data will be populated to ensure that the dataset size is essentially the same as the actual test 
data. However, during the real forecasting phase, the filler data will be substituted with market data. 
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2.2.  Machine learning models 
Machine learning models such as Light Gradient Boosting Machine (LGBM) and Recurrent Neural 
Networks (RNN) have shown great promise in the field of finance, particularly in the stock and options 
markets. 

2.2.1.  Light Gradient Boosting Machine. LGBM, in particular, has gained popularity due to its high 
efficiency, scalability, and accuracy compared to other boosting models. One of the major advantages 
of LGBM is its ability to handle large datasets with high dimensional features. The algorithm employs 
a leaf-wise approach, which selects the leaf node that will result in the maximum decrease in the loss 
function. This technique enables LGBM to construct deeper and narrower decision trees, leading to a 
more efficient and accurate model. Moreover, LGBM supports parallel computing, enabling it to process 
large datasets much faster such as financial time series data, and can efficiently extract features and 
patterns from large datasets [7]. LGBM has been used to predict stock prices, identify potential trading 
opportunities, and optimize portfolio management strategies. And LGBM model utilizes the special 
structure of Leaf-wise growth strategy, left_childs assigns 5 internal points (1,3,-2,-1,4), the right_childs 
gives 5 points to structure.(2,-3,4,-5,6).  

 
Figure 3. Most decision tree learning algorithms grow trees by level (depth)-wise. 

Figure 3 shows the idea of level-wise tree growth. A leaf-wise growth strategy selects the leaf with 
the highest gain from splitting among all of the present leaves before continuing. As a result, Leaf-wise 
is superior to Level-wise in the following ways: The disadvantage of Leaf-wise is that it may result in 
over-fitting and a large decision tree. Leaf-wise can reduce more errors and achieve better accuracy 
while keeping the same splitting times. LightGBM will therefore add a maximum depth limit to Leaf-
wise to avoid over-fitting and guarantee excellent efficiency [8]. GOSS, a sampling algorithm for 
samples, is imported throughout the entire model. In order to calculate information gain, some samples 
must be discarded in order to make room for more useful ones. Moreover, data with a modest gradient 
in AdaBoost should be avoided.  Samples with a big gradient have a stronger impact on information 
gain, according the definition of computing information gain. As a result, while sampling data, GOSS 
only keeps information with a big gradient. 

Prior to choosing any instances, GOSS arranges the data based on the gradient's absolute value. Take 
many random samples from the remaining data after that. Then, multiply the sampled small gradient 
data by (1-a)/b to determine the information gain [9]. By doing this, the algorithm will pay more 
attention to the volatility that has not been adequately trained and will not significantly alter the 
distribution of the original data set. This is because in the capital market, we cannot undo the initial large 
shocks and can only appropriately adjust the model parameters, such as GOSS, to prevent over-fitting 
[10]. And reduce the scope and frequency of the adjustment but use some examples of the financial 
crisis. 
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2.2.2.  Recurrent Neural Network. In the domain of finance, Recurrent Neural Networks (RNNs) have 
been identified as a particularly suitable type of neural network for processing sequential data, including 
time-series data with long-range dependencies. RNNs can also be combined with other deep learning 
techniques, such as convolutional neural networks (CNNs), to handle complex input data, such as 
images of financial charts and graphs [11]. 

Recurrent Neural Networks (RNNs) have emerged as a promising tool for various applications in the 
stock market, including but not limited to, stock price prediction, trading pattern identification, and 
portfolio management strategy optimization [12].  For example, RNNs are capable of predicting the 
price of a particular stock based on historical data, news articles, and social media sentiment. RNNs can 
also be used to identify patterns in the market and predict future trends, which can be used to make more 
informed trading decisions. 

For the RNN model training, there are two modes of training in the stock market: single-stock and 
multi-stock. In multi-stock training, the model trains on all stocks in a given time period and can produce 
results quickly with only a small number of training samples [13]. In this mode, the train batch includes 
targets for all stocks in time_id, and there are 3830 training samples. In single-stock training, the model 
trains on a single stock and can predict the target for that stock based on data from all stocks [14]. This 
approach allows for more diverse pairs in each batch, leading to better performance on a variety of tasks. 

𝑂𝑂𝑡𝑡 = 𝑔𝑔(𝑉𝑉 ∙ 𝑆𝑆𝑡𝑡)                                                         (3) 

𝑆𝑆𝑡𝑡 = 𝑓𝑓(𝑈𝑈 ∙ 𝑋𝑋𝑡𝑡 +𝑊𝑊 ∙ 𝑆𝑆𝑡𝑡−1)                                                                 (4) 

To train an RNN model, the first step is to preprocess the data. This involves cleaning the data, 
dealing with missing values, and normalizing the data to a standard scale.  

Once the data is preprocessed, it can be fed into the RNN model for training [15]. The training process 
of the RNN model is accomplished via backpropagation through time, a technique where the gradients 
are computed over the entire sequence of data points. During the training process, a loss function, such 
as mean squared error or mean absolute error, is employed to evaluate the performance of the model. 
Additionally, an optimization algorithm, such as gradient descent, is used to adjust the model parameters 
to minimize the loss function and enhance the model's overall predictive accuracy [16]. 

Backpropagation Through Time (BPTT) is the name of the algorithm, which transfers the error value 
at the output end in the opposite direction and updates it using the gradient descent technique. This is 
true because each step's output depends on both the state of the network from the previous few stages 
as well as the network from the current step. The RNN algorithm, which we previously described, works 
well in addressing the issue of time series, but it still has some issues, the most important of which is 
the issue of gradient disappearance or gradient explosion (caused by long-term dependence) Observe 
how the gradient in this instance fades differently. It mostly refers to the phenomena that occurs when 
memory value decreases with time [17]. However, since this model is designed and used to predict the 
volatility of the options within the 10-minute interval, the model will mainly rely on its strong 
adaptability to the time series to continuously derive changes to strongly simulate shocks and predict 
risks and volatility [18]. In the final Backpropagation process, it was found that due to the conflict 
between some data sets and the hidden layer, for example, the prediction error was higher than the 
average value, and a large change was made, and features with greater impact were extracted. 
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3.  Experiment results 

 
Figure 4. Model feature importance. 
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Figure 5. Model feature importance by split. 

The related visualization results can be found in Figure 4, Figure 5, Figure 6, Figure 7, Figure 8. The 
first step of the study employed the LGBM model to examine the importance of model features by split. 
The results demonstrate that the stock_id parameter exhibited remarkably high importance, surpassing 

Proceedings of the 2023 International Conference on Software Engineering and Machine Learning
DOI: 10.54254/2755-2721/27/20230133

44



 
 
 
 
 
 

that of the second-ranked parameter, log_return_realized_votaility, by a factor of four. Notably, the 
majority of parameters evaluated in our analysis displayed an importance value of less than 2000. These 
findings underscore the crucial role that the stock_id parameter plays in enhancing the model's predictive 
capabilities in financial markets.  
 

  
Figure 6. Prediction in a short term. 

The RNN model is used to train on a three-year period of stock market data. The findings indicate 
that the model's predictive performance exhibited close conformity with the training data before 600 
days, but began to increasingly deviate from the expected results as the stock market entered a period of 
oscillation and fluctuation [19]. The phenomenon may be attributed to the RNN model's susceptibility 
to overfitting, as the model may have learned the idiosyncrasies and patterns of the training data too 
closely, leading to a reduced ability to generalize to unseen data points.  

 

 
Figure 7. Prediction from 2011 to 2017. 

Then the RNN model is applied to a longer period, specifically a five-year period that included both 
the train and validation sets. The result revealed that during the initial three-year period, which 
constituted the training set, the model's predictive performance was similar across both the training and 
validation sets. However, we observed that the model's accuracy on the validation set, which covered 
the period from 2015 to 2017, showed a modest improvement. 

This observed improvement in the model's predictive performance on the validation set may be 
attributed to several factors [20]. One possible explanation is that the validation set contained more 
diverse and complex data patterns and trends than the training set, which may have allowed the model 
to refine its ability to detect and respond to these patterns. 
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Figure 8. Comparison of stock prices. 

In this study, the RNN model was applied to a second 5-year dataset with a distribution of 3.5 years 
for training and the remaining period for validation and testing. The results demonstrate that the model's 
performance on the training set was like its performance on the validation and test sets, indicating that 
the model was able to accurately predict the target variable acmross all periods. 

Several factors may have contributed to the model's consistent predictive performance across the 
different datasets [21]. One possibility is that the model was able to effectively capture the underlying 
trends and patterns in the data, allowing it to make accurate predictions on both the training and 
validation/test sets. Additionally, the use of a longer training period may have helped the model to better 
understand and adapt to the complex patterns and trends present in the data [22]. 

4.  Discussion 
Through the feature engineering and development of LGBM, we screened many features of high 
importance, such as stock ID or logarithmic return 1, and based on the difference of features and the 
planning of time series, we also re-divided the time series to screen some feature elements at different 
times, so as to sort out and sort out the social events at that time. It can also be concluded that the style 
and logarithmic return of stocks in the characteristic project can best reflect the volatility of stock 
options, which is in line with the capital law of higher risk and greater return. And we found that the 
important features still include stock ID through secondary analysis for different long or short intervals. 

Based on the characteristic engineering analysis, we choose to reduce the dimension of some data to 
obtain more explicit and effective independent variables for prediction. In the process of using RNN, 
we increased the number of trainings to obtain more accurate results. It is also found that in the long 
run, the difference between the forecast effect and the actual data is large, which reversely confirms the 
uncontrollability and uncertainty of the capital market. In cross validation shown in Table 1, the LGBM 
model also choose the early stooping to avoid over fitting, the table shows the best iteration. 

Table 1. The performance of the model. 

Fold/Best 
Iteration training's rmse training's 

RMSPE valid_1's rmse valid_1's RMSPE 

Training fold 1 0.000346199 0.164513 0.000434152 0.200333 
Training fold 2 0.000342067 0.163472 0.000425412 0.196348 
Training fold 3 0.000341058 0.170013 0.000429708 0.207198 
Training fold 4 0.000332077 0.166783 0.000424385 0.204945 
Training fold 5 0.000352167 0.163703 0.000442488 0.204301 
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Out of folds RMSPE is 0.198322910187951. Finally, this study carried out a cross test with fold of 
5 to strengthen the effect of the model, select the optimal parameters and optimize the model, and 
achieve accurate matching of volatility and returns. 

5.  Conclusion 
In conclusion, this study has proposed a method of predicting the realized volatility of financial assets 
using LGBM and RNN models. The study has shown that the proposed method can accurately predict 
the realized volatility of financial assets and can be used to create high returns and achieve the highest 
sharp ratio. The present dataset has been sourced from a reputable global market maker and can be 
accessed through Kaggle. The study utilized Convolutional Neural Networks to construct sub-indicators 
capturing the liquidity and volatility of financial assets, which were used to develop comprehensive 
measures of liquidity and volatility. Monte Carlo method was applied to solve the integral, which 
becomes inefficient in the case of high dimension and orthogonality. The study also shows that LGB 
and other models can efficiently exploit data to create high returns in the current environment. 
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