
Language sense classification model based on neural network 

Letao Gu1,4,†, Yuxiang Wang 2,†, Yihan Wu3,† 

1School of artificial Intelligence, Guilin University of Electronic Technology, Guilin, 

Guangxi,541004, China 
2College of Information Technology, Shanghai Jian Qiao University, 

Shanghai,201306, China 
3Information Engineering Institute,Henan University Minsheng College, Kaifeng, 

Henan,475001, China 

 

42001630407@mails.guet.edu.cn 
†These authors contributed equally. 

 
Abstract. The common international language, English, is playing an increasingly important 

role in various fields with the rapid development of artificial intelligence in recent years. 

Artificial intelligence can improve students' English abilities as an additional teaching tool. 

Therefore, this study seeks the English language sense between different types of sentences 

based on Long Short-Term Memory (LSTM) and BERT model analysis sentences and generates 

a model to distinguish the types. This paper adapts the LSTM model and BERT model: first, this 

paper crawls the sentences from British Broadcasting Corporation (BBC) documentaries, 

podcasts, and YouTube and then constructs a data filter to remove the sentences with low quality 

and short. This paper analyzes the data set through the BERT module and LSTM model. this 

paper then compares the differences between different sentences in a large-scale corpus to 

generate a language model without long-term dependence. A model is expected to be generated 

after corpus analysis, and the model can be used to analyze new input statements and give their 

types. This study can help English learners improve their sense of the English language and the 

types of sentences they need to say in the face of different situations. 
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1.  Introduction 

With the continuous maturity of artificial intelligence technology in recent years, users can fully utilize 

internet resources to collect as much excellent knowledge and content as possible, gather better learning 

methods, and form a comprehensive knowledge and skills-sharing platform [1, 2]. In addition, artificial 

intelligence, as an auxiliary teaching tool, can improve students' learning efficiency and enhance their 

learning ability. As an international language, English is increasingly important in various fields. 

English education in China has always been a focus of attention. Although in big cities and developed 

areas, English education has been highly valued and supported with high-quality resources, in some 

underdeveloped areas, English education still needs to catch up, and many students encounter many 

difficulties in English learning. These difficulties may lead to their inability to improve their English 

language sense, thus affecting their future career development. Therefore, improving the English 
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language sense in underdeveloped areas of China's education has become a critical issue. This can help 

students in these areas better adapt to future social development and improve their competitiveness in 

international communication and competition. 

With the continuous development of artificial intelligence technology, natural language processing 

technology has become a good way to improve English learning. In recent years, chatbots have been 

widely used in various fields. Chatbots can interact with users in language through natural language 

generation and understanding technology and provide personalized learning and entertainment services 

[3-5]. Therefore, this study analyzes sentences based on long-term and short-term memory (LSTM) and 

BERT models, seeks the English language sense between different types of sentences, and generates a 

model to distinguish these types. Help students in underdeveloped areas of China's education improve 

their English language sense and achieve personalized English learning. 

The significance of this study is to explore the application of natural language processing technology 

based on BERT and LSTM models in improving English language sense, which is conducive to the 

research of natural language processing methods. Exploring the application of natural language 

processing technology based on BERT and LSTM models in improving English language sense has 

certain significance for the scientific research of natural language processing. 

This paper analyzes sentences based on long-term and short-term memory (LSTM) and BERT 

models, seeks the English language sense between different types of sentences, and generates a model 

to distinguish these types of sentences [6-8]. This study will use the BERT model for natural language 

understanding and the LSTM model for natural language judgment. It will provide personalized English 

learning services by analyzing students' learning history and language habits and help students improve 

their English language sense. 

The methods used in this study include: 1) Establishing a dataset for logical processing and data 

storage management. 2) Utilizing the BERT model for natural language understanding to extract 

students' learning history and language habits. 3) Using the LSTM model for natural language generation 

to produce personalized English learning content and interactive responses. 

2.  Data collection and pre-processing 

In the data collection, this paper selects three kinds of data sets crawled from YouTube, BBC, and 

Podcast, processes the crawled corpus, and eliminates sentences with less than 20 words in the data. 

YouTube corpus comes from downloading English and Chinese subtitles of various anchor videos on 

YouTube, with a total of 5,000 pieces of data. BBC Corpora is derived from sentence crawling in many 

BBC documentaries, with 5000 data pieces. The podcast corpus comes from downloading the original 

subtitles of the video in the Podcast, with a total of 5000 data. A total of 15,000 pieces of data, 12,000 

pieces of data for model training, and the rest for testing. Table 1 indicates the average sentence duration 

of the dataset. 

Table 1. The average sentence length of the dataset. 

Dataset Average Length 

BBC Corpora 24.89 

YouTube Corpora 27.05 

Podcast Corpora 25.69 

 

The longest sentence in the YouTube data set is shown in Figure 1, which has 125 words. 

 

Figure 1. YouTube longest sentence. 
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The longest sentence in the BBC data set is shown in Figure 2, which has 105 words. 

 

Figure 2. BBC longest sentence. 

The longest sentence in the Podcast data set is shown in Figure 3, which has 65 words. 

 

Figure 3. Podcast longest sentence. 

3.  Methods 

BERT is a pre-trained deep learning model that can learn context representation from many texts and 

achieves excellent performance in multiple natural language processing tasks. LSTM is a kind of cyclic 

neural network, which can capture the time dependence of text, and has achieved good results in the 

task of text classification. Therefore, this paper studies the reasons for using BERT and BERT+LSTM 

models to classify language sense. The data sets were tested separately on the two models, and accuracy 

and loss were used to evaluate the performance of the models. The experimental results show that BERT 

and BERT+LSTM models perform well in English language sense classification. 

3.1.  BERT 

BERT is a pre-trained language model, which is implemented based on Transformer [9]. BERT contains 

many Transformer modules, which can be understood as a neural network module with complex 

network structures inside the module. This module realizes fast parallel through the self-attention 

mechanism. It improves the most criticized shortcoming of slow training of RNNs. It can be increased 

to a profound depth to fully explore the DNN model's characteristics and improve its accuracy. Figure 

4 shows the BERT model structure. 

 

Figure 4. BERT model structure. 
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Because BERT is a pre-training model, it must be suitable for integration into various natural 

language projects, so the input sequence of this model must contain one sentence (emotional 

classification of text, sequence marking tasks) or more than two sentences (text summarization, natural 

language reasoning, question answering tasks). So, how can the model determine the scope to which 

sentence A and sentence B belong? BERT adopts two methods to solve this problem: 1) To separate 

different sentences called TOKENS, insert a marker ([SEP]) after each sentence. 2) Point out each 

TOKEN and add learnable regions to embed to indicate whether it belongs to sentence A or B. 

BERT is an end-to-end model that does not require the user to adjust the network structure, and the 

user adds an output layer at the end specific to downstream tasks. Based on Transformer, fast parallelism 

can be realized. It can also be increased to an intense depth to fully explore the characteristics of the 

DNN model and improve model accuracy. 

BERT has two sizes, the base version has 110M parameters, and the large version has 340M. In other 

words, whether base or large, the number of BERT parameters is hundreds of millions, which is quite 

large. The reason why Bert is chosen as a pre-training model. It is because he does not need to use a 

large amount of corpus for training, which saves time, is efficient, and has strong generalization ability. 

3.2.  Long short term memory 

To address the issues of gradient fading and gradient exploding during lengthy sequence training, a 

special sort of RNN called long short-term memory was developed [10]. LSTMS, in contrast to 

conventional RNNS, regulates the transmission status by triggering the status, remembering the 

information that needs to be remembered over a long period of time, and forgetting the information that 

doesn't matter that can perform better in longer sequences. The LSTM was specifically created to prevent 

issues with long-term reliance. 

The structure of all RNNs is a series of repeating neural network modules. This repeated module has 

a simple structure in a typical RNN. The repeating modules have a different structure than LSTM, which 

has a similar structure. The structure of the repetition modules is different from the LSTM, which has a 

similar structure. The four neural network layers interact in a very specific way rather than one. Figure 

5 shows the LSTM model structure. 

 

Figure 5. LSTM model structure. 

LSTM is controlled by three gates, called forget gate, input gate, and output gate: 1) Forgetting 

phases. At this step, we decide what data to remove from the cell state and selectively forget the input 

from the preceding node. Put, "forget what's not important and remember what's important." The forget 

gate, a sigmoid component, manages this operation. 2) Choose the memory phase. The model selects 

the additional data to be added to the cell state. There are two parts to this phase. First, an action called 
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an input gate determines what information to update. After fresh prospective cell information is gathered 

through a Tanh layer, the cell information can be updated. After fresh prospective cell information is 

gathered through a Tanh layer, the cell information can be updated. It is required to determine which 

state features of the output cell after updating the cell state. To get the judgment conditions, the input 

must be sent via a sigmoid layer referred to as the output gate. Finally, what is essential is recorded 

absolutely, and what is not necessary is remembered less. 3) Output phase. What will be regarded as the 

current state's output is decided during this phase. 

4.  Experimental results and analysis 

The 5000 data sets organized by the three modules are split, in which 4000 data of each module are used 

for training, and 1000 data are used for model testing. This paper conducts a three-classification test to 

determine the difference in language sense between the three English platforms.  

Firstly, the model is initialized, and then the pre-training model bert-base-uncased is used to complete 

the training task. The number of Transformer layers in the pre-training model is 12, and the number of 

hidden Transformer neurons in each layer is 768. Specifically, the pre-training method is to extract each 

line in the document into a sentence and conduct word segmentation for each sentence to get a word 

vector. Then, these words are weighted to calculate the sentence vectors for these sentences and generate 

the vectors for the entire document. When BERT processes our document, it will generate a 768-

dimensional vector, which is the input to the model. 

In the process of network training, the initial learning rate is 5*10-4 and the maximum number of 

iterations is 10. We use Adam optimizer to optimize the parameters of the model. Loss function We use 

the cross entropy loss function, and we use the dynamic attenuation of the learning rate to solve the 

three-classification problem. When using the cross entropy loss function, a softmax layer is 

automatically added internally, through which subtle differences can be measured. The optimization 

function uses the gradient descent method to solve the optimal solution. 

In terms of model selection, we use BERT and BERT+LSTM to process the dataset. BERT+LSTM 

connects the LSTM network at the output layer of BERT. After hierarchical feature extraction through 

LSTM, we can obtain a more detailed semantic representation, to accurately classify sentence intentions. 

This paper compares the average accuracy of the two models. Both models can perform well in the 

English language sense. In terms of model selection, we use BERT and BERT+LSTM to process the 

data set. BERT+LSTM connects the LSTM network at the output layer of BERT. After hierarchical 

feature extraction through LSTM, we can obtain a more detailed semantic representation, so as to 

accurately classify sentence intentions. This paper compares the average accuracy of the two models. 

Both models can classify English language sense well, but the BERT model is slightly better than the 

BERT+LSTM model. 

Table 2. Experimental results. 

Network model Set of verification ACC (%) Verification set loss 

BERT 0.867 0.681 

BERT+LSTM 0.866 0.682 

 

As shown in Table 2, BERT and BERT +LSTM reached more than 0.86. 

5.  Discussion 

The higher learning rate in the later period may lead to a slight increase in the training set loss LSTM 

is not linear accuracy, which is different from CNN, which considers the output to be explicit. In contrast, 

LSTM requires indefinite iterations before it begins to improve accuracy. Also, the majority of attention 

modules have parameters, therefore including more attention modules will make the model more 

complex. Adding parameters is helpful for model learning and will enhance performance if the model 

is underfitting before attention is added. The performance may stay the same or worsen if the model is 

already overfitting before attention is given due to this overfitting issue. 
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The complexity of the model is increased due to the addition of the attention module, or the current 

data is not suitable to be described by the attention mechanism. The model structure, loss function, label 

style, and many iterations should be changed, and the model situation before adding attention should be 

checked before the test, or the learning rate should be reduced, and the data set should be re-generated 

to increase the amount of data, and the training should be re-conducted. However, in practice, statements 

are subject to complex functions and may belong to written and spoken language in different contexts. 

In addition, our future work will consider combining contextual information to improve classification 

and model accuracy. 

6.  Conclusion 

Based on the prepared dataset, this paper conducts experiments using BERT and LSTM models to 

identify the English language sense between different types of sentences. After training the model, this 

paper tested them with new input sentences, and the results showed that the accuracy of sentence 

classification was improved compared to traditional methods. In particular, using only BERT is better 

and more accurate than using BERT and LSTM together. In addition, this paper found that the accuracy 

of sentence classification is influenced by factors such as sentence length, syntactic structure, and word 

frequency. For example, longer sentences are more complex and, therefore, more difficult to classify 

accurately. 

In summary, this paper uses the BERT and LSTM models to analyze the English language sense 

between different types of sentences. The results show that these models effectively improve the 

accuracy of sentence classification and can help English learners better understand the types of sentences 

required in different situations. This research is significant for English education in China, especially in 

underdeveloped areas where students have limited access to high-quality English resources. By 

providing personalized English learning services based on the BERT and LSTM models, this paper can 

help these students improve their English language sense and facilitate future scholars to continue using 

this research for innovation. However, this study still has some limitations. For example, this paper only 

used limited data to train and test our model. In the future, more data can be collected and used to 

improve the accuracy of sentence classification further. In addition, the model's performance can be 

further optimized by adjusting hyperparameters and exploring different model architectures. 
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