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Abstract. This research explores the forecast of red wine quality utilizing machine learning 

algorithms, with a particular emphasis on the impact of alcohol content, sulphates, total sulfur 

dioxide, and citric acid. The original dataset, comprised of Portuguese "Vinho Verde" red wine 

data from 2009, was bifurcated into binary classes to delineate low-quality (ratings 1-5) and 

high-quality (ratings 6-10) wines. A heatmap verified the potent correlation between the chosen 
variables and wine quality, paving the way for their inclusion in our analysis. Four machine 

learning techniques were employed: Logistic Regression, K-Nearest Neighbors (KNN), 

Decision Tree, and Naive Bayes. Each technique was trained and assessed through resulting 

metrics and graphical visualizations, with diverse proportions of data assigned for training and 

testing. Among these techniques, Logistic Regression achieved an accuracy score of 72.08%, 

while KNN slightly surpassed it with an accuracy rate of 74%. The Decision Tree technique 

rendered the peak accuracy of 74.7%, while Naive Bayes underperformed with a score of 60.2%. 

From a comparative viewpoint, the Decision Tree technique exhibited superior performance, 

positioning it as a viable instrument for future predictions of wine quality. The capacity to predict 

wine quality carries significant implications for wine production, marketing, customer 

satisfaction, and quality control. It enables the identification of factors contributing to high-

quality wine, optimization of production processes, refinement of marketing strategies, 

enhancement of customer service, and potential early identification of substandard wines before 

reaching consumers, thereby safeguarding the brand reputation of wineries. 
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1.  Introduction 

Among the panoply of wines on offer, red wine stands out not only due to its distinctive flavor profiles 
but also because of its quality, which can significantly sway consumer preferences and market trends 
[1]. The quality of wine is a multifaceted attribute, influenced by a myriad of factors including the wine's 
chemical properties [2]. Gaining an understanding and making predictions about the quality of wine, 
especially red wine, is an important research pursuit with a wide range of practical implications in the 

fields of wine production, quality control, and marketing strategy. 
In recent years, the deployment of machine learning techniques has broadened into various sectors, 

encompassing the food and beverage industry, attributed to their ability to forecast outcomes based on 
input data. Machine learning offers a refined and efficient method to dissect the multitude of factors 
influencing wine quality, thus enabling the creation of a predictive model for quality evaluation [3]. This 
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study ventures into the convergence of machine learning and wine quality prediction. Our goal is to 
forecast the quality of red wine based on four crucial attributes: alcohol content, sulphates, total sulfur 
dioxide, and citric acid. These variables were cherry-picked due to their potent correlation with wine 
quality, as derived from an initial heatmap analysis. In order to achieve our research goal, applied and 

compared four distinct machine learning models: Logistic Regression, K-Nearest Neighbors (KNN), 
Decision Tree, and Naive Bayes [4]. The performance of each model was assessed, and the most 
dependable model for predicting wine quality was pinpointed. 

2.  Data used 

The dataset underpinning this study is derived from the Portuguese "Vinho Verde" red wine, produced 

in 2009. It encompasses 1599 samples, with each sample being defined by 12 distinct attributes. 
The original dataset's quality ratings, which range from 1 to 10, were preprocessed for a binary 

classification approach, recategorizing them into two groups: 0 indicates poor quality (original ratings 
1-5), and 1 signifies superior quality (original ratings 6-10). A heatmap analysis of the dataset was 
executed to discern the attributes most significantly correlated with wine quality [5]. This heatmap 
provides a color-coded visual representation of the relationships between various wine attributes and 
wine quality, with the intensity of color reflecting the correlation's strength. This examination unveiled 

alcohol, sulphates, and citric acid as having a significant correlation with wine quality, as detailed in 
Figure 1. 

 

Figure 1. Heatmap of the dataset (Photo/Picture credit: Original). 

While total sulfur dioxide did not stand out in the heatmap as one of the strongest correlates, included 
it in our analysis due to a significant finding from our grouped data. Specifically, the Table 1 displays 
the mean values of different parameters grouped by wine quality: 

Table 1. Average values of wine attributes by quality.  

 
The observations from this table delineate a clear pattern: wines of superior quality (quality 1) 

typically exhibit higher mean values for alcohol, sulphates, and citric acid, while presenting a lower 
mean value for total sulfur dioxide, compared to their inferior quality counterparts (quality 0) [6]. This 
intriguing contrast with total sulfur dioxide, despite not being listed among the top four correlations on 
the heatmap, provides compelling grounds for its inclusion as a predictor in the ensuing analysis. As a 
result, these four parameters—alcohol, sulphates, citric acid, and total sulfur dioxide—were chosen as 
the main focus of the study, intending to harness the power of machine learning models for predicting 
wine quality.  
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3.  Proposed methodology 

In the wake of the data preprocessing phase delineated in Section 2, the aim was to predict wine quality 
based on four attributes: alcohol, sulphates, total sulfur dioxide, and citric acid. To this end, four distinct 
machine learning methodologies were brought into play. 

First off, Logistic Regression was put to use, a statistical method predominantly utilized for 
predicting binary outcomes. Owing to its simplicity and interpretability, this model set the initial 
benchmark for the analysis. Subsequently, the KNN method, being distance-based, enabled the 
classification of wine quality in accordance with the similarity of feature vectors. As the third step, a 
Decision Tree algorithm was set in motion. This model presented a structured, hierarchical approach to 
classification hinged on feature thresholds. It provided a visually enriched representation of the decision-
making process. Lastly, the Naive Bayes algorithm was put into action. Despite its premise of 
independence among predictors, it often delivers remarkable performance, thus contributing a unique 

perspective to the other methods. These methodologies, selected for their distinctive properties, made 
the results more comprehensive and robust. Collectively, they facilitated a comparative analysis to 
ascertain the most effective model for predicting red wine quality. The particulars of the application of 
each methodology will be elucidated in the subsequent sub-sections. 

3.1.  Logistic regression 

3.1.1.  Mathematical principle 

𝑙𝑜𝑔 (
𝑝

1 − 𝑝
) =  𝛽0 +  𝛽1𝑋1 +  𝛽2𝑋2 + ∙ ∙ ∙  𝛽𝑘 𝑋𝑘 +  𝜖 (1) 

where, p is the probability of the dependent variable (e.g., wine quality) being 1 (e.g., high quality), and 
Xi are predictors (independent variables such as alcohol, sulphates, total sulfur dioxide, and citric acid). 
As shown in Figure 2. 

 

Figure 2. Logistic regression (Photo/Picture credit: Original). 

3.1.2.  Logistic regression implementation. This study utilizes a dataset founded on the 2009 Portuguese 
"Vinho Verde" red wine, encompassing 1599 samples. Each sample is defined by 12 unique attributes. 
The original dataset had quality ratings spanning from 1 to 10. To facilitate binary classification, these 
ratings underwent preprocessing, where they were grouped into two categories: 0 signifying subpar 
quality (original ratings 1-5), and 1 denoting superior quality (original ratings 6-10). A heatmap analysis 

proved instrumental in identifying the attributes most closely linked with wine quality [7]. This visual 
tool delineated the interrelationships between different wine attributes and the quality of the wine, with 
color intensity reflecting the strength of each correlation [8]. This analysis led to the identification of 
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alcohol, sulphates, and citric acid as attributes displaying significant correlations with wine quality, as 
depicted in Figure 3. 

 

Figure 3. Confusion matrix of logic regression (Photo/Picture credit: Original). 

3.2.  K-Nearest neighbors  
The K-Nearest Neighbors algorithm is a type of instance-based learning method widely used in machine 
learning. The algorithm predicts the classification of a new observation based on the classifications of 
its 'K' nearest neighbors in the feature space [9]. 

3.2.1.  Mathematical principle. A KNN model can be visually and conceptually represented 

as :𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 (𝑍)  =  𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠 𝑎𝑚𝑜𝑛𝑔 𝑘 𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠 𝑜𝑓 𝑍 𝑖𝑛 {𝑋1, 𝑋2, . . . , 𝑋𝑛} 
Here, Z is the new instance to be classified, and X1, X2, ..., Xn are instances in the dataset, each 

having a class label. The 'k' nearest neighbors are selected based on a distance metric, such as Euclidean 
distance, in the multidimensional feature space. The classification for Z is then determined by the 
majority class among these 'k' nearest neighbors. 

 

Figure 4. K-Nearest neighbors (k=3 and k=6) (Photo/Picture credit: Original). 

K-Nearest Neighbors Implementation: The K-Nearest Neighbors algorithm served as the second 
machine learning technique utilized for predicting wine quality. The process commenced with the 
division of data into training and testing sets, employing Scikit-learn's train_test_split function. An 80/20 
ratio was adopted for this split, designating the larger portion for training and the remaining for testing. 
Given KNN's dependence on the distances between feature vectors, it was essential to scale the feature 

values prior to KNN application. To this end, Scikit-learn's StandardScaler class was employed, 
performing the required standardization. The KNN algorithm was actualized using Scikit-learn's 
KNeighborsClassifier class, assigning the number of neighbors as 5 and employing Euclidean distance 

Proceedings of the 2023 International Conference on Machine Learning and Automation
DOI: 10.54254/2755-2721/32/20230184

61



as the metric. Subsequent to training the model on the standardized training data, predictions were made 
on the standardized test data. Performance evaluation paralleled the method used for the logistic 
regression model: the calculation of an accuracy score and generation of a classification report. This 
report incorporated precision, recall, F1-score, and support for both wine quality categories (high and 

low). A confusion matrix was also formed and visualized to provide a more nuanced understanding of 
the model's performance. As shown in Figure 4. 

The results depicted a commendable performance of the KNN model on the test data, although the 
accuracy score was slightly below that of the logistic regression model. The classification report 
suggested that the model exhibited satisfactory performance for both wine quality categories, despite 
occasional instances of misclassification as discerned from the confusion matrix. As shown in Figure 5. 

 

Figure 5. Confusion matrix of KNN (Photo/Picture credit: Original). 

To provide a more intuitive understanding of the KNN model's operation, created a 3D scatter plot 
of the scaled training data, with the colors representing the actual wine quality labels. This visual 
representation helps to show how the KNN model uses the 'closeness' of data points in the feature space 
to predict the wine quality. As shown in Figure 6. 

 

Figure 6. 3D scatter plot of KNN (Photo/Picture credit: Original). 

3.3.  Decision tree 
A decision tree stands as a potent predictive model and is counted among the most comprehensible 
machine learning algorithms. Functioning in a hierarchical manner, it segmentizes the data into subsets 
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based on varying attribute values, essentially driving decisions via specific rules and conditions [10]. 
Through an iterative procedure, this model continues to establish test conditions for additional attributes, 
further bifurcating the data. Each decision gives rise to a new branch in the tree. This process perseveres 
until a predefined stopping criterion is achieved, such as the exhaustion of attributes for future 

partitioning, or when the maximum tree depth is attained [11]. 

3.3.1.  Decision tree implementation.The DecisionTreeClassifier class from Scikit-learn was employed 
to construct the Decision Tree model. The 'entropy' criterion was selected as the measure of a split's 
quality, serving as an indicator of the level of uncertainty or disorder within a dataset. Essentially, 
entropy is computed as (3). 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  − 𝛴 [ 𝑝(𝑥)𝑙𝑜𝑔2 𝑝 (𝑥)] (3) 

where p(x) is the proportion of the observations that belong to each class. 
By electing entropy as the criterion, our algorithm attempts to maximize the information gain at each 

split. This essentially means that the model prefers the splits that yield the largest information gain. 
Therefore, high entropy denotes a high degree of disorder and low information gain, while low entropy 
signifies a well-ordered set and high information gain. As shown in Figure 7. 

 

Figure 7. Confusion matrix of decision tree (Photo/Picture credit: Original). 

The accuracy score of the Decision Tree model was relatively good. However, the confusion matrix 
revealed that there were some instances of misclassification. This suggests that the model may be 
overfitting the training data, which is a common problem with Decision Trees. One of the main 
advantages of Decision Trees is their interpretability. To leverage this, displayed the trained Decision 
Tree visually as a plot and as text. The plot provides a clear visualization of the decision-making process 

of the model, showing the conditions for each split and the distribution of classes in each leaf node.  As 
shown in Figure 8. 
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Figure 8. Decision tree (Photo/Picture credit: Original). 

3.4.  Naive Bayes 

This algorithm calculates the probability of each category of the dependent variable given independent 
variables, and the prediction is made based on which category has the highest probability. Despite its 
simplicity and strong assumptions, Naive Bayes can be extremely effective, fast, and accurate in many 
scenarios [12]. 

3.4.1.  Naive Bayes implementation. The Multinomial Naive Bayes variant was utilized, due to its 

effectiveness with feature vectors that are multinomially distributed. 
 The Naive Bayes model was initialized and trained on the designated training set utilizing the fit 

method. Subsequently, the model generated predictions on the test set. The model's accuracy was 
determined by juxtaposing its predictions on the test set against the actual wine quality classifications. 
This procedure culminated in the Naive Bayes model achieving an accuracy score of 60.2%, marking 
the lowest performance among all the evaluated models. Despite its relative simplicity, the Naive Bayes 
classifier did not match the performance of other models in forecasting wine quality. This may be 

attributed to the model's assumption of predictor independence, a condition that might not be met by the 
variables in this dataset. Even though the Naive Bayes model was overshadowed by other models in 
terms of performance, it retains value in establishing a baseline comparison for more intricate models 
and could potentially deliver superior results with a different set of features or hyperparameters. 

Notwithstanding its lower accuracy, the Naive Bayes technique exhibited the potential of 
probabilistic classification models in forecasting wine quality predicated on the selected 
physicochemical properties. Prospective studies might delve into other variants of Naive Bayes or 
manipulate its parameters to bolster its predictive accuracy. 

4.  Conclusion 

This investigation implemented four distinctive machine learning models, each yielding different 
insights and levels of success in predicting wine quality. The Logistic Regression model generated an 
accuracy of 72.08%, while KNN displayed a marginally superior outcome with an accuracy of 74.06%. 
Remarkably, the Decision Tree model outperformed the others, achieving the peak accuracy of 74.7%, 

while the Naive Bayes model fell short comparatively with a score of 60.2%. 
Despite the varied accuracies, the findings suggest that machine learning can indeed function as a 

powerful tool within the wine industry. The ability to predict wine quality using these models has the 
potential to significantly optimize production processes, empowering winemakers to concentrate on the 
most influential variables for wine quality. This predictive capacity could also enable retailers to hone 
their marketing strategies and provide more precise information to consumers, culminating in enhanced 
customer satisfaction. Additionally, the prospect of identifying potentially subpar wines before they hit 

the market is a notable advantage for quality control, assisting in maintaining the high standard of 
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wineries and preserving their brand reputation. It is crucial to recognize, however, that this investigation, 
as with any study, has its limitations. For example, it adopted a binary rating system for wine quality 
and examined only a limited set of variables. Future research could consider a more nuanced rating 
system for wine quality or investigate a broader range of variables impacting wine quality. Furthermore, 

the efficacy of other machine learning models, or even combinations thereof, could be tested for 
improved predictive accuracy. 
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