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Abstract. Human pose estimation is a formidable task in the field of computer vision., often 

constrained by limited training samples and various complexities encountered during target 

detection, including complex backgrounds, object occlusion, crowded scenes, and varying 

perspectives. The primary objective of this research paper is to explore the performance 

disparities of the recently introduced YOLOv8 model in the context of human pose estimation. 

We conduct a comprehensive evaluation of six different models with varying complexities on 

the same low-light photograph to assess their precision and speed. The objective is to determine 

the suitability of each model for specific environmental contexts. The experimental results reveal 

that our findings demonstrate a partial regression in accuracy for the yolov8s-pose and yolov8m-

pose models when tested on our sampled images. The increase in model layers indicates 

enhanced complexity and expressive power, while additional parameters signify improved 

learning capabilities at the expense of increased computational resource requirements. 
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1.  Introduction  

The advancements in human pose estimation and object detection have resulted in substantial progress 

within the domain of computer vision. Human pose estimation plays a pivotal role in the detection and 

localization of human keypoints in images, and it holds immense significance for the advancement of 

technologies like behavior recognition and pedestrian re-identification. In the field of human pose 

estimation, deep learning methods founded on convolutional neural networks have exhibited remarkable 

progress, achieving high accuracy in detecting and localizing human keypoints in both images and 

videos. As an illustrative example, the DeepPose model approaches the 2D human pose estimation task 

as a regression problem for keypoint coordinates [1]. Leveraging convolutional neural networks, it 

extracts pose features from images, thereby attaining elevated and more precise features to predict 

human keypoint coordinates [2]. This methodology has demonstrated improved performance in the 

accuracy of human pose estimation. Additionally, models like CPM and Hourglass have also achieved 

success in 2D human pose estimation, with wide applications not only in behavior recognition and 

pedestrian re-identification but also in pose analysis and motion tracking [3-4]. These models, when 
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applied to the field of object detection, help to make human life more convenient by detecting human 

pose targets to achieve research objectives.  

In the domain of object detection, conventional methods often depend on sequential steps, such as 

region extraction and feature matching, which can hinder the achievement of efficient real-time 

detection. Indeed, the emergence of YOLO (You Only Look Once) has effectively addressed this issue. 

By adopting a unified approach that processes the entire image at once, YOLO achieves real-time object 

detection without the need for complex intermediate steps like region extraction and feature matching 

[5]. This streamlined methodology has significantly improved the efficiency and accuracy of object 

detection tasks. The YOLO model revolutionizes object detection by transforming the problem into an 

end-to-end regression task. It accomplishes this by predicting both the object's class and bounding box 

coordinates through a single network. This unique approach enables high-speed and real-time object 

detection, making it a significant breakthrough in the field of computer vision. The introduction of the 

latest YOLO model, YOLOv8, brings about significant advancements with three distinct components. 

Firstly, it incorporates a new and improved backbone network, enhancing the model's overall 

performance. Secondly, the Anchor-Free detection head offers an innovative approach to object 

detection, contributing to improved accuracy [6]. Lastly, the utilization of new loss functions further 

refines the model's capabilities in detecting target objects, making it adaptable to various application 

scenarios. YOLOv8 effectively achieves enhanced detection performance and accuracy, catering to the 

diverse needs of different real-world applications. 

Both human pose estimation and object detection have seen significant advancements with the 

utilization of deep learning techniques and YOLO series models, which have not only improved the 

accuracy of detection and estimation but also accelerated the development of related applications. 

Among these models, the YOLOv8-based human pose detection methods have attracted considerable 

attention due to their impressive efficiency and accuracy. However, in practical scenarios, the YOLOv8 

model exhibits a large number of parameters and hyperparameters, and selecting different combinations 

can lead to variations in model performance. Therefore, it becomes imperative to thoroughly study and 

compare the performance of six models based on the YOLOv8 architecture for human pose detection. 

2.  Method  

This section introduces the basic framework of YOLOv8 and discusses six pose models based on 

YOLOv8. 

2.1.  Introduction of YOLOv8 

The YOLOv8 is an object detection algorithm that uses deep learning and Anchor-Free detection head 

to achieve fast detection and classification of objects in images [6]. YOLOv8 inherits the high-precision 

detection methods of the YOLO series models. Indeed, YOLOv8 models the object detection task as a 

regression problem, where the neural network directly predicts the bounding box coordinates and class 

of the detected objects. This streamlined approach simplifies the detection process and contributes to 

the model's high-speed and real-time capabilities, making it an efficient solution for object detection in 

various applications. Compared to previous models, YOLOv8 potentially achieves higher detection 

speed and more accurate results. The Network Structure of YOLOv8 is shown in figure 1. 
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Figure 1. The network structure of YOLOv8 [7]. 

YOLOv8 uses the CSPDarkNet53 as its backbone network. The key highlight of the YOLOv8's 

backbone network is the implementation of a novel connection method known as Cross Stage Partial 

[8-9]. This technique optimally utilizes computational resources, ensuring both high accuracy and 

improved speed of the model. By intelligently leveraging these resources, YOLOv8 achieves a balance 

between accuracy and efficiency, making it a powerful tool for object detection tasks in real-world 

scenarios.  

YOLOv8 also employs an Anchor-Free detection head, which directly predicts the object's bounding 

box from the feature map and adaptively adjusts the size and position of the bounding box [6]. This 

approach reduces the complexity of model training to some extent. In contrast to traditional detection 

heads, which adopt the Anchor-Based method and require predefined anchors of different sizes and 

positions for object localization and detection, the Anchor-Free detection head achieves better results, 

as adjusting anchor size and position in the Anchor-Based method can be complex [10].  

In addition, YOLOv8 uses the CIOU and DFL loss functions [11]. The DFL loss function is defined 

as 

 𝐷𝐹𝐿(𝑆𝑖, 𝑆𝑖+1) = −((𝑦𝑖+1 − 𝑦) log(𝑠𝑖) + (𝑦 − 𝑦𝑖) log(𝑠𝑖 + 1))                       (1) 

In the 𝐷𝐹𝐿 ,  𝑠𝑖 is the sigmoid function's output for the network. 𝑦𝑖 and 𝑦𝑖+1 are interval orders, and 

𝑦 denotes a label. This loss function handles overlapping between predicted bounding boxes and ground 

truth bounding boxes, improving the detection accuracy and robustness of small objects. The CIOU 

(Complete Intersection over Union) and DFL (Dynamic Focal Loss) loss functions in YOLOv8 are 

designed to measure the distance between predicted and ground truth bounding boxes, leveraging the 

IOU (Intersection over Union) value as a key metric. By incorporating a combination of cross-entropy 

loss and mean square error loss, these loss functions effectively optimize the model during training. This 

approach allows YOLOv8 to achieve higher precision and accuracy in detecting objects, further 

improving its performance in various object detection tasks.  

2.2.  Pose models based YOLOv8 

In the YOLOv8 series, there are six pose estimation models (YOLOv8s-pose, YOLOv8n-pose, 

YOLOv8m-pose, YOLOv8l-pose, YOLOv8x-pose, YOLOv8x-pose-p6) that add the functionality of 

human pose estimation to the YOLOv8 model. These six models have different backbone network scales 

that balance accuracy and computational resources. Smaller models are suitable for resource-constrained 

environments, with lower computational and memory overhead, but may have limitations in pose 

estimation accuracy. Larger models offer higher pose estimation accuracy but require more 

computational resources and memory.  
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The pose estimation models in the YOLOv8 series combine the functionality of object detection and 

human pose estimation, exhibiting efficiency and accuracy. Absolutely, the selection of the appropriate 

model depends on the specific requirements of the task at hand. It involves striking a balance between 

computational resources and accuracy to achieve fast and precise object detection and pose estimation 

tasks. For scenarios where real-time performance is crucial, models like YOLOv8 that optimize speed 

while maintaining acceptable accuracy would be preferred. On the other hand, for applications where 

precision is of utmost importance and computational resources are less constrained, more sophisticated 

and accurate models might be chosen. The ultimate goal is to choose a model that best fits the practical 

needs and constraints of the given task.  

The specific characteristics of each pose estimation model in the YOLOv8 series are as follows: 

⚫ YOLOv8s-pose 

- Description of the backbone network: CSPDarkNet53. 

- Characteristics of YOLOv8s-pose: small size, suitable for resource-constrained environments. 

- Performance analysis: low computational and memory overhead, potential limitations in pose 

estimation accuracy. 

⚫ YOLOv8n-pose 

- Description of the backbone network: CSPDarkNet53. 

- Characteristics of YOLOv8n-pose: medium size, balance between accuracy and computational 

resources. 

- Performance analysis: improved pose estimation accuracy compared to YOLOv8s-pose, increased 

computational and memory overhead. 

⚫ YOLOv8m-pose 

- Description of the backbone network: CSPDarkNet53. 

- Characteristics of YOLOv8m-pose: large size, better balance between accuracy and computational 

resources. 

- Performance analysis: higher pose estimation accuracy compared to YOLOv8n-pose, increased 

computational resources and memory requirements. 

⚫ YOLOv8l-pose 

- Description of the backbone network: CSPDarkNet53. 

- Characteristics of YOLOv8l-pose: larger size, higher pose estimation accuracy. 

- Performance analysis: improved accuracy and precision compared to YOLOv8m-pose, higher 

computational resources and memory requirements. 

⚫ YOLOv8x-pose 

- Description of the backbone network: CSPDarkNet53. 

- Characteristics of YOLOv8x-pose: largest size among the YOLOv8 series, highest pose estimation 

accuracy. 

- Performance analysis: maximum computational resources and memory requirements. 

⚫ YOLOv8x-pose-p6 

- Description of the backbone network: CSPDarkNet53. 

- Characteristics of YOLOv8x-pose-p6: larger input resolution. 

- Performance analysis: bette 

3.  Experimental analysis 

3.1.  Experimental details  

Dataset: The coco128 dataset, widely used in computer vision, is utilized by the authors for training 

and evaluation purposes in this study. It includes images from 128 different categories, and each image 

may contain multiple object instances, thus possessing multi-label attributes. 

Setup: The Google Colab experimental platform on GitHub is a cloud-based interactive computing 

environment that provides a free integrated Jupyter notebook for coding and running code directly in 

the browser. It supports GPU and TPU acceleration, seamlessly integrates with Google services, and has 
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seamless connectivity with GitHub, facilitating user sharing and collaboration. The platform comes pre-

installed with popular data science and machine learning libraries, providing convenient access to 

common datasets. By leveraging Google's computational resources, users can fully exploit the potential 

of cloud computing for conducting experiments and projects in the fields of data science, machine 

learning, and deep learning. 

3.2.  Experimental results analysis 

From YOLOv8n-pose to yolov8x-pose-p6, there is an increase in the complexity of the model, leading 

to longer testing time requirements. The following figure 2 presents the test results of six different 

YOLOv8 models with varying complexities on the same photo. 

 

Figure 2. Experimental results in a low-light environment. 
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Overall, as the model complexity increases, the overall detection accuracy also improves. 

Nonetheless, when tested on images, the YOLOv8s-pose and YOLOv8m-pose models demonstrate a 

partial regression in accuracy. In particular, the accuracy of detecting the main subject on the left side 

decreased from 0.89 to 0.87, and the accuracy of detecting the person wearing a yellow shirt on the right 

side also decreased from 0.91 to 0.87. Additionally, the detection accuracy of the objects in the 

background, excluding the one in the middle, also experienced a decline. It is speculated that for the test 

targets, the results obtained by YOLOv8s-pose and YOLOv8m-pose are almost identical, with 

YOLOv8m-pose having slightly more layers and parameters than YOLOv8s-pose. Thus, within this 

range, increasing the model complexity does not necessarily lead to more accurate results in testing. On 

the contrary, it may result in longer model runtime, leading to repeated detections of a single target and 

consequently causing misidentification and decreased precision. Similarly, looking at the detection 

results of YOLOv8l-pose, a higher number of layers and parameters should ideally yield more accurate 

results, but it only detected eleven objects and had lower detection accuracy in the background. 

Comparison of Metrics: In the provided results (Table 1), the preprocessing time refers to the 

duration taken to prepare and preprocess the images before feeding them into the model. The inference 

time represents the period consumed by the model to perform object detection predictions on the 

preprocessed images. Lastly, the post-processing time signifies the time spent on processing and 

organizing the model's outputs after the inference step, to present the final detected objects and their 

respective bounding boxes. 

Table 1. Index comparison of six models. 

Model Type Number 

of Layers  

 Parameters 

(M) 

Time 

Cost(ms) 

Detected 

Persons 

Preprocessing 

Procedure(ms) 

Inference 

Process(ms) 

YOLOv8n-

pose 

187 3.3 135.6 9 3.5 135.6 

YOLOv8s-

pose 

187 11.6 375.4 13 2.4 375.4 

YOLOv8m-

pose 

237 26.4 880.2 13 2.5 880.2 

YOLOv8l-

pose 

287 44.5 1714.3 11 2.5 1714.3 

YOLOv8x-

pose 

287 69.5 2555.4 14 2.6 2555.4 

YOLOv8x-

pose-p6 

375 99.1 10373.2 16 12.6 10373.2 

 

Analysis of Metrics: From the perspective of preprocessing and inference time, YOLOv8x-pose-p6 

has the longest runtime. This indicates that it takes more time to handle issues such as scaling, cropping, 

and normalization due to the model's extensive layers and complex connections. Each input needs to 

pass through these layers, resulting in increased computational workload and correspondingly increased 

runtime. When performing higher-resolution scaling on images, employing more complex cropping 

strategies, or executing additional normalization steps, these additional preprocessing steps increase the 

model's processing time. Additionally, this model has the largest number of parameters, requiring more 

parameter calculations and storage during inference and training, leading to increased runtime. A larger 

number of parameters also increases the memory requirement, thereby slowing down the model's 

execution speed. 

Increasing the number of layers in a model may imply greater complexity and expressive power, 

while parameters indicate more learning capacity but can also result in increased computational resource 

requirements. The above table displays the time required by each model for processing the photo. 

Among the models, YOLOv8n-pose is the fastest, with the highest inference speed and the smallest 

number of layers, but it does not yield the most accurate results. On the other hand, YOLOv8x-pose-p6 
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has the longest runtime, the most layers, and the slowest inference speed, but it delivers the most accurate 

results. The preprocessing, inference, and post-processing times represent the computational overhead 

at different stages of the model. The table clearly demonstrates that as the model type progresses to more 

advanced versions, both the model complexity and the number of parameters increase significantly. If 

the fastest inference speed is desired, YOLOv8n-pose can be selected. If higher detection accuracy is 

required, YOLOv8x-pose-p6 can be chosen. 

4.  Conclusion  
To evaluate the results of different performance models on the same image, this paper analyzes six different 

pose models based on YOLOv8, discusses their principles, and focuses on analyzing the meanings of various 

parameter values after testing the six models on the same image. The analysis results indicate that increasing 

model complexity does not necessarily improve test accuracy and may instead lead to longer model runtimes, 

resulting in misidentification and decreased precision. Increasing the number of layers in a model implies 

increased complexity and expressive power, while increasing the number of parameters indicates increased 

learning capacity but can also result in higher computational resource requirements. Furthermore, the 

preprocessing, inference, and post-processing stages are associated with computational overhead, and 

different models handle these costs differently. The YOLOv8n-pose model is the fastest, with the highest 

inference speed, but it does not yield the most accurate results. On the other hand, the YOLOv8x-pose-p6 

has the longest runtime, the most layers, and the slowest inference speed, but it achieves the highest accuracy. 
Indeed, from the aforementioned results, it is evident that both model complexity and the number of 

parameters increase as the model type advances.  

In summary, as model complexity increases, detection accuracy generally improves, but within a certain 

range, further increasing model complexity may lead to longer runtimes, misidentification, and decreased 

precision. Selecting a suitable model requires considering inference speed and detection accuracy and striking 

a balance based on specific requirements. The preprocessing, inference, and post-processing stages also 

contribute to computational overhead, and for different application scenarios, it is possible to choose an 

appropriate model that achieves the optimal balance according to the specific needs. 
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