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Preface 
 

The 6th International Conference on Computing and Data Science (CONF-CDS 2024) is an annual 

conference focusing on research areas including computing technology, machine learning, computer 

science, and data science. It aims to establish a broad and interdisciplinary platform for experts, 

researchers, and students worldwide to present, exchange, and discuss the latest advance and 

development in computing technology, machine learning, computer science, and data science.  

This volume contains the papers of the 6th International Conference on Computing and Data Science 

(CONF-CDS 2024). Each of these papers has gained a comprehensive review by the editorial team 

and professional reviewers. Each paper has been examined and evaluated for its theme, structure, 

method, content, language, and format. 

Cooperating with prestigious universities, CONF-CDS 2024 organized five workshops in Portsmouth, 

Chicago, Melbourne and Beijing. Dr. Elisavet Andrikopoulou chaired the workshop “Data 

Visualization Methods in Healthcare”, which was held at University of Portsmouth. Dr. Marwan 

Omar chaired the workshop “Quantum-enhanced Machine Learning: Bridging Classical Data Science 

with Quantum Computing”, which was held at Illinois Institute of Technology. Dr. Ammar Alazab 

chaired the workshop “Privacy-Preserving Intrusion Detection: Empowering Security with Federated 

Learning”, which was held at Torrens University Australia. Dr. Xinqing Xiao chaired the workshop 

“Edge Computing and AI based Intelligent Sensing Data Management”, which was held at China 

Agricultural University. Prof. Wang Juan chaired the workshop “Blockchain and Fintech”, which was 

held at Beijing Computer Federation. 

We would like to give sincere gratitude to all authors and speakers who have made their contributions 

to CONF-CDS 2024, editors and reviewers who have guaranteed the quality of papers with their 

expertise, and the committee members who have devoted themselves to the success of CONF-CDS 

2024. 
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Exploring the role of blockchain technology in enhancing data 
integrity and privacy protection 

Xianghui Meng 
University of Illinois, Urbana-champaign 

xmeng19@illinois.edu 

Abstract. This paper systematically builds a theoretical framework for enhancing data 
integrity and privacy protection by analyzing the fundamentals of blockchain technology and 
its inherent characteristics, such as decentralization, tamperability, and cryptographic 
algorithms. The study empirically examines the transparency and anonymity balance 
mechanism of blockchain in handling sensitive data using case studies and simulation 
experiments, and at the same time, designs smart contracts to automatically implement data 
protection strategies for different types of data security threats. 

Keywords: blockchain, network security, privacy technology, network security management. 

1.  Introduction 
With the rapid pace of digitization, maintaining data integrity and protecting privacy have emerged as 
significant challenges within the information technology landscape. The frequent incidents of data 
breaches and privacy violations pose severe threats to individuals, businesses, and even national security 
[1]. Blockchain technology, characterized by its inherent resistance to modification, decentralization, 
and cryptographic security, offers innovative solutions to these challenges [2]. 

Blockchain technology assures that once data is recorded on its ledger, it cannot be altered covertly, 
thus safeguarding the data’s authenticity and enabling traceability [3]. This immutable nature of 
blockchain is crucial for the verification and integrity of data. Moreover, blockchain's decentralized 
architecture reduces the risk of centralized control, thereby enhancing the system's resilience against 
attacks [4]. In terms of privacy, the application of advanced encryption techniques within blockchain 
ensures the secure transmission and storage of data, allowing only authorized users access to sensitive 
information, which is vital for protecting user privacy [5][6]. 

However, despite the theoretical benefits, blockchain faces practical challenges such as scalability, 
performance, and integration with existing systems. These issues must be addressed to fully leverage 
blockchain in safeguarding data integrity and privacy [7][8]. This study aims to explore how blockchain 
can overcome these limitations to enhance secure data storage, processing, and transmission. It also 
seeks to propose practical solutions to facilitate the broader application of blockchain in data integri ty 
and privacy protection sectors. 

This paper will provide a detailed analysis of blockchain's mechanisms and principles related to data 
integrity and privacy protection, evaluate its effectiveness in real-world scenarios, and explore potential 
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integrations with other cutting-edge technologies like artificial intelligence and the Internet of Things 
(IoT) to further enhance data security [9]-[14]. 
2.  The effect of blockchain technology application in real scenarios 

2.1.  Application in Financial Transaction Scene 
In financial transaction scenarios, the application of blockchain technology demonstrates its excellent 
potential in data integrity and privacy protection. The traditional financial transaction system relies on 
centralized intermediaries, which not only increases transaction costs, but also is vulnerable to single 
point of failure and fraud. In contrast, the distributed nature of the blockchain allows each transaction 
record to be replicated and stored on multiple nodes of the network, creating a tamper-proof public 
ledger (L) that ensures data integrity and transparency. 

The formula: 

 L = Ti ,                                                           (1) 

In this context, Ti  represents the  i-th  transaction record, and n is the total number of transaction 
records. This decentralized architecture eliminates the need for trust in third parties, reducing the time 
and cost of transaction verification. In terms of privacy protection, blockchain technologies like Zero-
Knowledge Proofs (ZKP) allow one party 

(the prover P) to demonstrate to another party (the verifier V) that they possess certain information 
(e.g., ownership of specific funds) without revealing the information itself: 

 P  →  V  :  (proof|Z KP) ,                                               (2 ) 

Such interactions ensure the anonymity and privacy of transactions while preventing double-
spending attacks and other fraudulent activities.  

Furthermore, the implementation of Smart Contracts (SC) on the blockchain further enhances the 
security and automation of financial transactions: 

 SC (c, t1, t2, . . . , tn ) → Execution,                                         (3) 

In this context,c represents the contract conditions,ti    is the events that trigger the execution of the 
contract. Smart contracts automate predefined rules, reducing the need for human intervention and 
lowering the risk of breach. 

In summary, blockchain technology enhances the integrity and privacy of data in financial 
transactions through its distributed ledger, zero-knowledge proofs, and smart contracts, bringing 
revolutionary changes to the financial industry. However, despite these advancements, attention must 
still be paid to the scalability, energy consumption, and regulatory adaptability of blockchain technology 
to promote its application in broader fields. 

2.2.  Application in Medical Record Scenarios 
In the context of medical records, the application of blockchain technology demonstrates its exceptional 
potential for data integrity and privacy protection. Traditional medical information systems often face 
issues like data silos, patient privacy breaches, and tampering risks. The distributed nature of blockchain, 
its immutable ledger, and smart contracts provide innovative solutions to these problems. 

Firstly, through a decentralized network structure, blockchain technology enables medical data to be 
stored not in a single institution but distributed across various network nodes. This method of distributed 
storage (Table 1) reduces the risk of single points of failure, enhancing data availability and reliability. 
Each block contains the hash value of the previous block, forming a continuous chain-like structure. 
Any modifications to existing data will result in changes in the hash values of subsequent blocks, thereby 
facilitating the detection of tampering. 
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Table 1. Blockchain Distributed Storage Schematic 

Block Data Previous Block Hash 
1 Patient A’s Record - 
2 Update to Patient A’s Record Hash of Block 1 
3 Additional Data Hash of Block 2 
... ... ... 
n Latest Update Hash of Block (n-1) 

2.3.  Application in Supply Chain Management 
In the complex and dynamic field of supply chain management, the application of blockchain technology 
demonstrates its unique advantages. Traditional supply chain management systems are often limited by 
information silos, lack of transparency, and trust issues, leading to inefficiency and increased potential 
risks. Blockchain technology, with its distributed ledger and smart contracts, provides innovative 
solutions to these problems (Table 1). 

In practical applications, blockchain technology significantly enhances the transparency of the 
supply chain. For example, by recording every transaction on the blockchain, all participants can view 
the status of goods in real-time, from production to delivery, making the entire process transparent and 
reducing the possibility of fraud (1-4). 

Table 2. Core Advantages of Blockchain Technology in Supply Chain Management 

Advantage Description 
Decentralization Eliminates single points of failure, enhancing system robustness 
Transparency All transaction records are publicly accessible, enhancing trust 
Immutability Once data is recorded, it cannot be altered, ensuring data integrity 

Smart Contract Automatically executes contractual terms, reducing operational 
errors and disputes 

Traceability Real-time tracking of goods, ensuring traceability from source, 
improving efficiency 

 T =  Ti ,                                                             (4) 

In this context, T represents the overall transparency of the supply chain, while Ti   indicates the 
transparency of the  i -th  link in the chain. 

Additionally, smart contracts automatically execute contract terms, reducing manual intervention and 
minimizing operational errors and disputes. When preset conditions are met, the contract automatically 
executes actions such as payment and delivery, enhancing transaction efficiency (1-5): 

 E = f (C, V),                                                          (5) 

In this context,E represents efficiency improvement,C stands for smart contracts,V denotes the 
verification and execution process. 

In summary, the application of blockchain technology in supply chain management not only 
enhances data integrity but also effectively protects the privacy of participants. By increasing 
transparency and automating processes, it significantly improves the operational efficiency and security 
of the supply chain. However, despite these significant achievements, attention must still be given to the 
standardization of technology, regulatory adaptability, and the costs of large-scale deployment to 
promote the widespread application of blockchain in supply chain management. 
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3.  Comparative Analysis with Traditional Network Security Technologies 
In exploring the application of blockchain technology for data integrity and privacy protection, we 
focuses on the comparative analysis between blockchain technology and traditional network security 
technologies. Blockchain technology, with its core features of a distributed ledger and cryptographic 
algorithms, has brought revolutionary changes to network security. Compared to traditional centralized 
storage and authentication methods, blockchain's decentralized architecture eliminates single points of 
failure and enhances data immutability, thereby showing significant advantages in protecting data 
integrity. 

Traditional network security technologies rely on firewalls and access control lists to prevent 
unauthorized access, but these measures are often inadequate in the face of internal threats or advanced 
persistent threats. In contrast, blockchain’s smart contracts provide automatically executed rules, 
ensuring that only transactions that meet preset conditions are executed, greatly enhancing the security 
management efficiency of network resources. Additionally, blockchain's cryptographic algorithms, such 
as Elliptic Curve Cryptography (ECC) and hash functions (H(x)), ensure the privacy of data transmission 
and storage, making it difficult for intercepted data to be easily decrypted or tampered with. 

However, blockchain is not a panacea. It faces challenges such as scalability issues and energy consumption. 
For example, the transaction processing speed of the Bitcoin network is much lower than that of credit card 
networks, and it consumes a significant amount of energy. Moreover, although anonymity is a notable feature of 
blockchain, the maturity of technologies like zero-knowledge proofs still needs to be improved to fully balance 
privacy protection with anti-money laundering and anti-fraud requirements. 

In conclusion, blockchain technology demonstrates strong potential in data integrity and privacy 
protection, but it also needs to address the limitations of existing technologies for broader and deeper 
application. Through continuous technological innovation and optimization, blockchain is expected to 
become an indispensable pillar in the field of network security, complementing traditional technologies to 
build a more secure and trustworthy network environment. 

4.  Conclusion 
In this research, we have explored in-depth the core role of blockchain technology in data integrity and 
privacy protection, revealing its potential as the future infrastructure for information security. Our 
findings are summarized as follows: 

Firstly, we have shown how blockchain's distributed nature ensures data immutability. Through the 
hash-linked block structure (2-1), each block contains the hash value of the previous block, forming a 
chain. Any modification to historical data will cause changes in subsequent block hash values, which 
are quickly discovered by nodes in the network. 

 Hi  = H (datai ||Hi−1)                                                    (6) 

Secondly, the introduction of smart contracts has enhanced the transparency and automation of data 
processing. These self-executing contracts (2-2) define rules and conditions that automatically execute 
when preset conditions are met, reducing human intervention and enhancing the security of data 
exchange. 

 f (state, input) → (output , new_state)                                     (7) 

Furthermore, we have explored how Zero-Knowledge Proofs (ZKP) can verify the authenticity of 
data without disclosing the original information. ZKP allows one party (the prover) to prove to another 
party (the verifier) that they know certain information without revealing the information itself, thus 
finding a balance between privacy protection and verification (2-3). 

 P ⊢Σ K : Proof                                                        (8) 

Despite these advancements, blockchain technology still faces challenges related to scalability, 
energy consumption, and regulatory adaptability. Future research should focus on optimizing consensus 
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algorithms, exploring more energy-efficient solutions, and aligning with existing regulatory frameworks 
to promote the widespread application of blockchain in the fields of data integrity and privacy protection. 

In summary, blockchain technology has not only revolutionized the way data is managed and 
protected but has also laid the foundation for building a more secure and transparent information 
environment. As the technology matures, we look forward to blockchain demonstrating its unique value 
in more areas, providing strong support for the global digital transformation. 
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Abstract. This paper analyses the main technologies for face recognition, a critical biometric 
tool for identity verification and security across various sectors. A comprehensive overview of 
traditional and modern facial recognition technologies will be provided, examining their key 
features such as age, pose, and illumination. The study discusses the evolution and current state 
of facial recognition, highlighting significant advancements and applications in recent years. The 
objective is to offer a detailed understanding of how these technologies function and their 
implications for security and identity verification. 

Keywords: face recognition, biometrics, neural networks, applications. 

1.  Introduction  
In recent years, facial recognition technology has significantly advanced[1], becoming an integral part 
of numerous security and identification systems around the world. Utilised for a variety of applications 
ranging from law enforcement to personal device security, this technology leverages unique facial 
features to identify or verify individuals. As a non-intrusive and user-friendly biometric solution, it is 
favoured in many public and private sectors. The reason why facial recognition technology can develop 
so rapidly is that it combines many factors: advanced active development of algorithms[5], the 
availability of a large database of facial images and plenty of methods for evaluating the performance 
of face recognition algorithms.  However, facial recognition technology is facing significant challenges, 
including variable environmental conditions, ethical concerns, and the need for improved accuracy and 
privacy safeguards. 

Biometric identification consists of determining the identity of a person. Biometrics can be divided 
into two types – behavioural and physiological.[3]The swift advancement of mobile technology has 
enabled the incorporation of biometric sensors into smart devices.[4]Physiological biometrics are based 
on unique physical characteristics which vary from individual to individual, such as fingerprints, iris 
patterns, facial features and hand geometry. Behavioural biometrics focus on unique patterns in personal 
activities and behaviours including voice, signature, odour and keystroke dynamics. Although the study 
of some physiological and behavioural biometrics like ear and nose structure or keystroke dynamics is 
still in early development stages, each biometric method offers distinct advantages and drawbacks. For 
example, although iris recognition has high accuracy, it is not cost-effective. Also fingerprints are easily 
collected but might not work well with uncooperative subjects. 

In the realm of security and personal identification, biometrics is used to identify individuals based 
on their physiological or behavioural characteristics. These methods have been foundational in various 
applications ranging from secure access control systems to personal device security and law enforcement. 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241560 

© 2024 The Authors.  This  is  an open access article distributed under the terms of  the Creative Commons Attribution License 4.0 
(https://creativecommons.org/licenses/by/4.0/).  

6 



 

 

As technology is advancing, biometric systems have increasingly integrated into daily life, enhancing 
security protocols but also raising important privacy and ethical considerations. The choice of biometric 
technique which ranges from facial recognition to fingerprint scanning depends on the specific needs of 
the application, the required level of security, cost considerations and the acceptability of the technology 
to users. There are several aspects of the development of facial recognition. 

Face recognition algorithms fall into two categories: fully automatic and partially automatic. Fully 
automatic algorithms handle the entire process independently, from detecting and normalising the face 
to identifying the individual by comparing features against a database. Partially automatic algorithms 
need additional data, such as the coordinates of key facial landmarks, to aid in normalisation and 
identification. The choice between these algorithms depends on automation needs, accuracy, and 
available computational resources. 

Face recognition technology is also classified based on image orientation into frontal, profile, and 
view-tolerant recognition. Frontal recognition requires direct camera facing and is used in controlled 
environments like access control systems. Profile recognition handles side views and is suitable for 
surveillance where direct facing is not possible. View-tolerant recognition can identify faces from 
various angles, making it ideal for dynamic environments like crowded public spaces. These types 
enhance biometric systems' versatility, catering to applications from secure access to public safety 
monitoring. 

 Pose 

The variability in a person's pose—whether they are facing forward, looking to the side, or tilting 
their head—poses a substantial challenge for facial recognition systems[2]. A change in head position 
can alter the appearance of facial features in ways that are not always predictable, making consistent 
recognition difficult. This issue has been a focal point in facial recognition research for decades. 
Advances in 3D modelling and multi-angle recognition have been developed to address these challenges. 
Techniques like view-tolerant recognition algorithms are designed to handle images captured from 
various angles, but there is still considerable work to be done to perfect these methods across all potential 
use cases. 

 Illumination 

Lighting conditions play a critical role in the performance of facial recognition systems[3]. Variations 
in lighting can create shadows, highlight certain facial features, or obscure others, leading to inconsistent 
inputs for recognition algorithms. This variability can significantly degrade the accuracy of facial 
recognition. Researchers are actively exploring solutions to make facial recognition systems more robust 
against changes in lighting. Techniques such as using infrared illumination or developing algorithms 
that can normalise lighting conditions in images are among the approaches being considered to mitigate 
the effects of variable lighting. 

 Age 

As people age, facial features change significantly, posing challenges for facial recognition systems. 
Research is ongoing to develop dynamic algorithms and machine learning models that adapt to these 
changes over time. 

Despite advances, two major limitations remain. Firstly, no system can fully handle all facial 
variations like pose, illumination, expression, and age. Secondly, these systems perform better with more 
training images, but obtaining extensive datasets is often limited by privacy, logistics, or rare conditions, 
impacting their effectiveness in diverse environments. 
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2.  Traditional facial recognition technologies 

2.1.  Eigenface 

 
Figure 1. Eigenfaces for sample faces[8] 

Eigenface, a key method in facial recognition, relies on Principal Component Analysis (PCA) to reduce 
image complexity and transform faces into eigenfaces, capturing main variations in features. Each face 
is represented as a weighted combination of these eigenfaces, with recognition achieved by comparing 
feature vectors derived from them. 

Eigenface is efficient, compressing data significantly and allowing rapid processing during training. 
It has achieved varied accuracy, with a database of 2,500 images showing correct classifications at rates 
of 96%, 85%, and 64% for lighting, orientation, and size variations, respectively. However, it requires 
consistent image quality and conditions, performing poorly with significant variations in lighting, pose, 
and scale. Faces must be aligned similarly for effective recognition. 

The method also struggles with ageing and facial expressions. Adaptations like eigenfeatures target 
specific components (e.g., eyes, nose) to improve sensitivity to appearance changes. Combining face 
recognition with other biometrics, such as ear measurements, has significantly improved recognition 
rates; for example, combining ear and face data increased the rate from 70.5% to 90.9%. 

In summary, eigenface is suitable for controlled environments where conditions are standardised, 
offering a fast and straightforward technique, ideal when speed and simplicity are prioritised over high 
precision. 

2.2.  Neural networks  
Neural networks have significantly advanced the field of facial recognition by leveraging their inherent 
non-linearity[9], which enhances the efficiency of the feature extraction process beyond what linear 
methods like the Karhunen-Loève can achieve. One of the earliest applications of artificial neural 
networks (ANNs) in facial recognition involved the use of a single-layer adaptive network called 
WIZARD, which set the foundation for more complex systems like multilayer perceptrons and 
convolutional neural networks (CNNs). These networks handle tasks from basic face detection to more 
complex face verification with high accuracy, often incorporating innovative structures such as multi-
resolution pyramids and hybrid systems that combine local image sampling with self-organising maps. 

A critical advantage of neural networks is their ability to adapt to the variability in facial images 
through structures that allow for the dimensional reduction of data and partial invariance to changes in 
translation, rotation, scale, and deformation. For example, hybrid networks reported recognition 
accuracies as high as 96.2% on databases like the ORL, with 400 images of 40 individuals. However, 
neural networks are not without challenges; they require extensive training times, with some models 
taking up to four hours to train, though classification can be completed in under half a second. 
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2.3.  Graph matching 
Graph matching is a sophisticated approach in face recognition, using dynamic link structures and elastic 
graph matching to handle variations in orientation and expression. Each face is represented by a graph 
with nodes at specific facial landmarks and edges capturing geometric distances. Features like Gabor 
filter responses characterise each node. 

Elastic Bunch Graph Matching (EBGM) is a notable implementation, organising graphs into a face 
bunch graph for efficient comparisons. This method handles nonlinear variations such as illumination, 
pose, and expression, achieving recognition rates up to 98%. It demonstrated high rotation invariance, 
with success rates of 86.5% and 66.4% for 15 and 30-degree rotations, respectively. 

However, graph matching is computationally intensive; comparing 87 objects took about 25 seconds 
on a system with 23 transputers. It also requires high-resolution images to accurately localise landmarks, 
posing challenges in scenarios like surveillance with distant or lower-resolution captures. Despite these 
challenges, graph matching is powerful for managing precise rotational and expressive variability in 
face recognition. 

2.4.  3D morphable model 

 
Figure 2. Different light directions have influence on 3D model fitting[4] 

The 3D morphable model in facial recognition uses a vector space representation of faces, combining 
shape and texture vectors to depict human faces realistically. By fitting these 3D models to images, the 
system operates under two paradigms: using model coefficients to capture intrinsic face features and 
creating synthetic views for viewpoint-dependent recognition. 

This method incorporates deformable 3D models and computer graphics to estimate 3D shape, 
texture, and scene parameters like illumination and projection from a single image. It handles non-
Lambertian reflections, specular reflections, and cast shadows, automatically adjusting for head position, 
camera focal length, and illumination. An initialization procedure using six to eight facial points 
enhances model setup. 

Empirical results show the model's efficacy, with 95% accuracy on the CMU-PIE database using 
side-view galleries and 95.9% on the FERET set with frontal views. Despite requiring high-quality 3D 
scans and being computationally intensive, the 3D morphable model offers high-precision recognition 
across diverse conditions, marking a significant advancement in facial recognition. 
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3.  Modern facial recognition technologies 

3.1.  Line Edge Map(LEM) 

 
Figure 3. An illustration of a face LEM[12] 

The Line Edge Map (LEM) approach in facial recognition leverages edge information, which is less 
sensitive to illumination variations. LEM uses edge maps to capture facial feature boundaries, 
maintaining consistent visibility despite lighting changes. By converting edge maps into line segments 
through polygonal line fitting, LEM reduces model complexity, storing only segment endpoints for a 
simplified face representation. 

The process involves thinning the edge map for precise line fitting, creating an efficient data structure. 
LEM has shown superior performance, achieving perfect or near-perfect identification rates of 100% 
and 96.43% on specific databases. It matches the eigenface method's performance under ideal conditions 
and excels in handling slight appearance and size variations. 

However, LEM is sensitive to pose and significant facial expression changes, making it less effective 
in dynamic environments. Despite this, LEM is a robust, storage-efficient solution for facial recognition, 
particularly suitable for applications with variable lighting where edge detail is crucial for identity 
verification. 

Table 1. Performance Comparison on the AR Database [11] 

Method Recognition rate 
LEM 96.43% 

Eigenface (20-eigenvectors) 55.36% 
Eigenface (60-eigenvectors) 71.43% 

Eigenface (112-eigenvectors) 78.57% 
 
According to the table, it can be found that the recognition rate of LEM is the best, compared to other 

methods.  

3.2.  Support Vector Machine(SVM) 
Support Vector Machines (SVM) are highly effective for face recognition, leveraging an Optimal 
Separating Hyperplane (OSH) to maximise the margin between classes, minimising misclassification 
risk. This is achieved through Structural Risk Minimization (SRM), optimising both training and 
generalisation errors, making SVM suitable for limited training samples. 

SVMs handle high-dimensional data well, ideal for face recognition with numerous input features. 
Kernels allow SVMs to operate in transformed feature spaces, managing complex, nonlinear 
relationships. This enables effective modelling of facial image similarities and dissimilarities for 
verification and identification tasks. 
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Challenges include computational intensity, particularly with large datasets and complex Quadratic 
Programming (QP) during training. Decomposition algorithms help mitigate this, but performance can 
degrade with many classes (individual faces). 

Empirical results highlight SVM robustness in face recognition, achieving 92% accuracy with edge 
maps and outperforming traditional methods like eigenfaces under varying conditions. For example, 
SVMs achieved an 8.79% error rate compared to 15.14% with Nearest Center Classification (NCC) 
using eigenfaces. SVMs also excel in multi-view face detection, with over 90% recognition accuracy 
and a 95% detection rate in video sequences. 

Overall, SVMs offer high accuracy and robustness in face recognition, despite some computational 
and scalability challenges. 

3.3.  Multiple Classifier Systems(MCSs) 
Multiple Classifier Systems (MCSs) enhance face recognition by integrating outputs from various 
classifiers, improving accuracy and robustness. This approach leverages the diverse strengths of 
classifiers like Learning Vector Quantization (LVQ), Radial Basis Function (RBF) neural networks, 
Eigenfaces, Fisherfaces, Support Vector Machines (SVM), and Elastic Graph Matching (EGM). By 
combining different classifiers, MCSs reduce uniform errors and handle variations in pose, expression, 
and illumination better than single classifiers. 

Hybrid methods using both holistic and feature-based analyses, like the Markov Random Field (MRF) 
model, also performed well, with recognition rates of 96.11% on Yale and 86.95% onORL. 

Designing and training MCSs can be complex and computationally expensive due to the need to 
integrate multiple classifiers effectively. However, their superior accuracy and adaptability to varied 
data conditions make MCSs a powerful tool in advanced face recognition systems. 

4.  Application  

 Security access control 

Facial recognition technology is increasingly used in high-security access control systems, such as 
the Chui doorbell by Trueface.ai, which employs deep learning to distinguish real faces from photos, 
preventing fraud. This system scans a face and compares it to a database of authorised individuals, 
granting access if a match is found. While enhancing security and convenience by eliminating the need 
for physical keys, it raises privacy concerns over sensitive biometric data and can be affected by poor 
lighting or changes in appearance. Despite these issues, facial recognition remains a valuable tool for 
secure access control. 

 Surveillance systems 

Surveillance systems, especially those using facial recognition technology, are increasingly deployed 
across various sectors for enhanced security and monitoring. These systems utilise CCTV cameras 
installed at strategic locations to capture video footage, which is then processed to identify individuals 
based on facial recognition.  

The principle behind these systems involves capturing live video feeds, extracting faces, and 
matching them against a database of known individuals to identify potential offenders or track customer 
behaviour. 

However, while facial recognition in surveillance offers considerable benefits such as enhanced 
security and loss prevention, it also comes with drawbacks. Privacy concerns are significant, as there is 
the potential for misuse of personal biometric data. Furthermore, the accuracy of these systems can be 
affected by various factors including poor lighting, obstructions, or changes in appearance. Despite these 
challenges, facial recognition remains a powerful tool in modern surveillance systems, providing a mix 
of proactive security and substantial utility in public safety operations. 

 General identity verification 
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General identity verification systems increasingly incorporate facial recognition technology to 
validate personal identities using important documents such as national identification cards and 
passports. The core principle involves capturing a facial image of the individual, which is then digitised 
and stored as part of their official identity record. During verification, the stored image is compared with 
a live capture or another submitted image to confirm the person's identity. 

This method provides a quick and efficient way of confirming identities, enhancing security for 
various administrative and legal processes. However, it also raises privacy concerns due to the storage 
and handling of personal biometric data. Additionally, the accuracy of facial recognition can be 
compromised by poor image quality or changes in a person's appearance over time. Despite these 
potential drawbacks, facial recognition in identity verification remains a valuable tool for enhancing 
security and streamlining identification processes. 

5.  Conclusion  
Facial recognition technology is widely used in security, surveillance, and personal device access. It 
strengthens access control by verifying identities through deep learning algorithms, and in surveillance, 
it helps monitor and identify individuals in places like banks and malls, reducing criminal activities. For 
identity verification, it's used in passports and national IDs, matching individuals with biometric data in 
government databases. On personal devices, facial recognition offers a quick alternative to PINs and 
passwords, despite challenges with environmental variations and security vulnerabilities. 

However, this technology raises privacy concerns due to the risks of data breaches and unauthorised 
surveillance. Its effectiveness can also be affected by poor lighting, changes in appearance, and capture 
angles. Despite these issues, facial recognition continues to evolve, enhancing security and user 
experience in various applications. 
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Abstract. Heart is the most important part of the human body, diseases that are related to heart 
cause a huge thread to human health. In this paper, methods that applied Apache Spark to heart 
disease related works would be shown and discussed in order to classify these methods and 
make a conclusion about the innovations and shortcomings of these works. These works are 
defined into two categories: the ones that adopted traditional machine learning method and the 
ones that used deep learning methods. By classifying these works into two types, 
commonalities and similar innovative approaches in the same category of methods can be 
better observed and summarized, facilitating a clearer comparison of the similarities and 
differences in the innovative focuses among similar yet distinct methods. By doing so, 
conclusions were made to show that apart from enhancing operational efficiency and reliability 
of models for diagnosing and treating heart diseases, current research utilizing Apache Spark in 
this field also identifies areas for improvement such as expanding sample data representation, 
speeding up data processing, and addressing concept drift issues with proposed solutions. By 
addressing these challenges, researchers aim to optimize existing methods using Apache Spark 
and advanced data analytics techniques to combat heart diseases. 

Keywords: Apache Spark, machine learning, deep learning, monitoring and prediction of heart 
disease, electrocardiogram analysis.  

1.  Introduction 
As one of the most significant organs of the human body, the heart is like an engine of a car, it delivers 
oxygen and other nutrition that other organs need to keep functioning to every corner of the body 
through blood. Heart disease is hard to be diagnosed when it doesn’t seizure while its seizures 
suddenly without an obvious omen, making it hard to prevent. Therefore, diseases that are related to 
hearts have now become the number one killer of human health: About 695,000 people died from 
heart disease in 2021—that's 1 in every 5 deaths. Heart disease costs about $239.9 billion each year 
from 2018 to 2019 [1].  

Luckily, there have been new ways to prevent heart disease. By applying wearable medical devices 
and other devices, medical workers are now able to monitor patients’ real-time situation of their hearts, 
which allows doctors to react timely once heart disease occurs. This method will surely help in the 
problems that the suddenness of heart disease brings, but it costs too much labor costs for a medical 
worker to keep monitoring the patient’s heart. Which is why applying artificial intelligence into 
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monitoring and predicting heart disease is brought up. To achieve this goal, the program should be 
able to measure real-time heart rate with low latency, and it should have the ability to resist 
interference since there will be inevitable interference in real life usage. Moreover, the huge amount of 
data for real-time monitoring demands a program that has a strong ability to deal with big data. 

Apache Spark, as a fast and universal computing engine designed specifically for large-scale data 
processing, meets these requests. Apart from that, it has been used in many other practical fields such 
as text mining､human face recognition and so on, thus proving its practicality. Therefore, many 
researchers have applied Apache Spark on heart disease area and have focused on different aspects.  

In this article, the following works would be mentioned and analyzed. Ilbeigipour et al. [2] presents 
the implementation of a machine learning pipeline for real-time heart arrhythmia detection using a 
structured streaming module built on the open-source Apache Spark platform. The study evaluates the 
impact of employing this new module on classification performance metrics and the latency rate of 
heart arrhythmia detection. Alarsan et al. [3] proposes an Electrocardiogram (ECG) classification 
method using machine learning on Apache Spark, addressing irregularities in ECG signals. 
Implemented in Scala with MLlib, it achieved high accuracy using algorithms like Gradient-Boosted 
Trees and Random Forests, leveraging Spark's scalability for processing large datasets. The approach 
was validated on MIT-BIH Arrhythmia and Supraventricular Arrhythmia databases, demonstrating 
efficient ECG signal classification. Carnevale et al. [4] proposed a tool based on Apache Spark and the 
Menard algorithm for handling this electrocardiogram data. To validate their solution, they conducted 
a series of experiments, implementing the algorithm to detect heart diseases. The experimental results 
demonstrated the superiority of their approach in terms of performance. Abdullah, et al. [5] proposes a 
real-time heart rate prediction system based on Apache Spark. By integrating Apache Kafka and 
Apache Spark, the online phase predicts heart rate in advance using the best model, aiding healthcare 
providers and patients in real-time avoidance of heart rate risks. With the hope of providing 
categorized references for relevant researchers, this article will provide a review of the relevant studies 
on Spark in the field of cardiovascular diseases, aiming to offer insights for fellow professionals. 

This paper will investigate the following aspects: firstly, it will present research related to heart 
disease using Spark with machine learning and deep learning. Subsequently, the paper will analyze 
and discuss the mentioned research efforts to identify their innovations and strengths. Following this, a 
summary of these works will be provided. Finally, the paper will conclude with a review of the 
application of Apache Spark in the field of heart disease. 

2.  Methods 

2.1.  Introduction of Spark 
Spark is a general-purpose big data processing framework. Similar to traditional big data technologies 
like Hadoop's MapReduce, Hive engine, and the Storm real-time streaming engine, Spark 
encompasses various common computing frameworks in the big data field. The working mechanism 
involves a master-slave architecture where the master, called the driver, coordinates the execution of 
tasks on worker nodes. When a user submits an application, the driver obtains resources from the 
cluster manager and then divides the tasks into smaller units of work called tasks. These tasks are then 
dispatched to the worker nodes for parallel execution. Spark employs in-memory computation, which 
enhances processing speed by caching intermediate results. It operates on Resilient Distributed 
Datasets (RDDs), in-memory data structures allowing fault-tolerant distributed processing of large 
datasets. The Directed Acyclic Graph (DAG) scheduler optimizes task execution, while the use of lazy 
evaluation minimizes unnecessary computations. These principles—distributed task execution, in-
memory computation, RDDs, and optimized task scheduling—form the basis of Spark's operational 
framework and underpin its efficiency in processing large-scale data. 
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2.2.  Traditional machine learning methods 

2.2.1.  Heart arrhythmia detection 
The study developed a real-time pipeline for atrial fibrillation and RBBB (Right Bundle Branch Block) 
arrhythmia detection using ECG (electrocardiogram) signals [2]. It employed online segmentation and 
feature extraction, with random forest classification shown in Figure 1 [2]. Data from MIT/BIH 
database were preprocessed for noise removal, R-peak detection, and feature extraction. An Apache 
Spark pipeline with Pandas-UDF was implemented for data preprocessing. The pipeline used Spark 
structured streaming for real-time processing. 

 
Figure 1. Block diagram of data preprocessing and classification [2]. 

The classification process involves learning from training tuples to describe class labels and 
evaluating the model for classification. Various classifiers like decision trees and random forests are 
trained, leveraging Apache Spark's functionalities for real-time ECG classification. Ilbeigipour et al. 
innovatively developed an online pipeline integrating preprocessing and classification steps on Spark 
structured streaming. This approach reduces latency in arrhythmia diagnosis using parallel computing 
on big data platforms. It also enhances multi-class classification performance and can incorporate 
static patient data for result reliability. 

2.2.2.  Heart diseases classification  
This study [3] proposes an ECG classification method using Apache Spark, MLlib, and Scala, 
achieving high-precision signal classification. Evaluated on MIT-BIH Arrhythmia and 
Supraventricular Arrhythmia databases, it utilizes Discrete Wavelet Transform for feature extraction. 
Three feature types (Summits, Temporal, Morphological) are categorized. Spark is employed for 
feature processing. 

Due to the large size of the dataset in this case, and the necessity to implement decision trees, 
random forests, and gradient boosting trees, machine learning algorithms were not easily 
implementable in Matlab due to performance concerns. Hence, Spark-shell and Scala were utilized on 
a local host PC. Following the data processing, the authors employed Gradient-Boosted Trees (GBT) 
and Random Forest (RF) models for machine learning, achieving classification accuracies of 96.75% 
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and 97.98%, respectively. The GBT and RF models developed in this study are capable of classifying 
various types of ECG heartbeats, thus enabling their implementation in CAD ECG systems for fast 
and reliable diagnosis. 

2.2.3.  Heart disorder detection 
In this paper, Carnevale et al. [4] discuss a tool utilizing the Menard algorithm based on Apache Spark. 
The core idea of the Menard algorithm is to locate specific peaks (such as QRS peaks) within the ECG 
signal and determine their positions. Regarding the dataset, the authors utilized the European ST-T 
database. In the proposed method, the Menard algorithm has been employed for calculating the QRS 
complex using Apache Spark. During the preprocessing stage, it's necessary to handle multiple 
samples simultaneously, requiring the organization of a suitable set of samples on a file line because 
Apache Spark treats each sample as a string RDD. Additionally, Spark distributes the workload across 
tasks involving the processing of multiple lines of RDDs. The implementation utilizes a set of samples 
with a duration of 10 seconds, where the only information required for computing the QRS complex is 
represented by detected peak indices. This scientific work addresses the issue of distributed processing 
of electrocardiogram (ECG) signals and it resolves the issue of local preprocessing of ECG signals. 
Apache Spark was utilized as a tool for extensive data preprocessing in this study, enhancing the 
efficiency of preprocessing. 

2.3.  Deep learning methods 

2.3.1.  Prediction for heart rate 
In this study, Alharbi et al. [5] proposed a real-time heart rate prediction system for preemptive heart 
risk avoidance [5] shown in Figure 2. The system comprises two stages: an offline stage and an online 
stage. The objective of the offline stage is to develop models using various prediction techniques to 
minimize the root mean square error. In the online stage, Apache Kafka and Apache Spark are 
employed to predict heart rates in advance based on the best-developed model. 

 
Figure 2. The architecture of HR forecasting system [5]. 

In terms of dataset, this study utilized the open healthcare dataset called Medical Information Mart 
for Intensive Care (MIMIC-II). From this dataset, a patient's heart rate time series (univariate dataset) 
was extracted on a per-minute basis. In the preprocessing stage, the authors first converted the raw 
data into fixed data, then transformed it into supervised learning format, and finally augmented the 
data. For model training, four deep learning models were employed for heart rate prediction: Recurrent 
Neural Network (RNN), Long Short-Term Memory (LSTM), Bidirectional Long Short-Term Memory 
(BI-LSTM), and Gated Recurrent Unit (GRU). These steps belong to the offline stage. In the online 
stage, Apache Kafka and Apache Spark were utilized as the streaming processing platforms. Apache 
Spark Streaming API was used to process medical data (i.e., HR streams) from pre-created Kafka 
topics. 

3.  Discussion 
Although many innovative and effective methods have been proposed shown in the method section, 
there are still limitations and areas for improvement in the approaches mentioned.  
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In the context of Heart Arrhythmia Detection, as noted by the authors, there is room for 
improvement in enhancing the reliability of patient outcomes by incorporating diverse features into the 
data. The methods mentioned in the paper also suffer from the high computational complexity 
associated with newer techniques such as deep neural networks, which have not yet been utilized. 
Additionally, the issue of concept drift due to variations in data caused by factors like noise remains 
unaddressed. This phenomenon can impact the effectiveness of new features in online learning and 
potentially affect the accuracy of results. The methods outlined in the paper still do not adequately 
handle concept drift in real-world scenarios, highlighting the need for a solution to address this 
challenge. 

In Heart diseases classification, optimizing feature selection and engineering processes can further 
enhance the performance of classification algorithms. As data volume increases, there is a need for 
further optimization of algorithms to improve computational efficiency and scalability, particularly for 
real-time applications. Moreover, since this experiment has not been validated in real-world scenarios, 
the effectiveness of these models across different datasets or in practical applications remains to be 
further verified. Lastly, similar to what was mentioned in Heart Arrhythmia Detection, ECG data may 
experience concept drift due to changes in patient conditions, equipment variations, or other factors, 
which could impact model performance. Future work could explore better methods to handle concept 
drift, such as online learning or dynamic model updating. 

As for the Heart Disorder Detection, there would be potential challenges in local preprocessing of 
large files, especially when handling extensive datasets, which could constrain the application's 
performance. To address this, leveraging a distributed file system for data processing with Spark is 
recommended to boost efficiency and speed, thereby circumventing single-point bottlenecks. 
Additionally, while the R-R interval method is commonly used for heart rhythm analysis, it may not 
comprehensively detect all types of arrhythmias present in complex ECG signals. Therefore, 
enhancing the analysis by integrating additional signal features and employing deep learning models 
can effectively identify more intricate arrhythmia patterns. This approach not only improves the 
accuracy of arrhythmia detection but also expands the scope of analysis to include more nuanced 
cardiac abnormalities. By combining distributed computing capabilities with advanced analytical 
techniques, such as deep learning, the article proposes a robust framework for enhancing the precision 
and scalability of heart disorder detection systems based on ECG data processing. 

In terms of the Prediction for Heart Rate section cited from the paper, there are still opportunities 
for improvement in the stability of the real-time prediction system. During the online phase, simulated 
sensor-generated heart rate time-series data are sent to a Kafka topic and then processed through Spark 
streaming before being fed into the best model. However, this architecture may encounter delays or 
insufficient processing capacity when dealing with large-scale or high-frequency data. Enhancements 
could involve optimizing the data transmission and processing architecture, such as introducing 
higher-performance data streaming systems or scaling up server resources. Additionally, the paper 
does not address the system's capability to handle concept drift, a challenging issue often encountered 
in real-world scenarios that could affect model performance. Future work could explore better 
methods to handle concept drift effectively. 

In summary, current applications of Apache Spark in conjunction with heart disease detection can 
benefit from several improvements. Firstly, increasing data diversity by incorporating diverse features 
can enhance model reliability [6, 7]. Secondly, addressing concept drift challenges more effectively in 
real-world applications remains a priority for further optimization [8-10]. Lastly, enhancing the 
performance of classification algorithms can improve computational efficiency and scalability of the 
algorithms. 

4.  Conclusion 
In this article, the primary focus lies in exploring the application of Apache Spark within the field of 
cardiology. It delves into various studies that employ both machine learning and deep learning 
techniques. These research efforts are predominantly geared towards enhancing the operational 
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efficiency and reliability of models used in diagnosing and treating heart diseases, each contributing its 
own unique innovations. Despite the significant strides made in these areas, there remain several 
avenues for improvement. For example, there is a pressing need to diversify sample data to better 
represent diverse patient populations. Additionally, improving the speed of data processing could 
further streamline diagnostic processes and treatment planning. Moreover, researchers have 
highlighted the concept drift issues that models encounter in real-world applications, underscoring the 
need for more robust solutions to maintain model accuracy over time. Looking ahead, future research 
in this domain could benefit from focusing on these areas for enhancement. By addressing these 
challenges, researchers can potentially refine existing methodologies and develop more effective tools 
and models for combating heart diseases using Apache Spark and advanced data analytics techniques. 
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Abstract. In China, patients are given the opportunity to know background information about 
their doctors, and patients choose their doctors to see. Due to the shortage of medical resources 
and the uncertainty of the quality of medical services, as well as some external factors, patients 
will prefer to choose well-known doctors in the hope of getting a better medical experience. In 
order to match the preferred healthcare resources, they may choose to lie to increase the chance 
of visiting the doctor. This study adopts a combination of theoretical modeling and algorithmic 
simulation. Through theoretical analysis, a framework model of doctor-patient matching is 
established. Doctors with different skills and experience, who select patients according to their 
conditions and their own preferences in the matching process, as well as patients with different 
conditions and preferences, who want to receive treatment by matching to a suitable doctor, are 
clarified. The Deferred Acceptance algorithm is written and operated to simulate the matching 
process where patients apply to doctors and doctors are screened based on their priorities. 
Analyze and evaluate the performance of Strategy-Proofness and Pareto Efficiency in matching 
by iterating the algorithm. In this case, the DA algorithm establishes a stable match between the 
patient and the physician despite the possibility that the patient may deceive his/her preferences. 
However, patient behavior may affect the efficiency and fairness of the matching process, 
highlighting the importance of transparency and integrity of the doctor-patient matching system. 

Keywords: Deferred Acceptance, Strategy-Proofness, Pareto Efficiency, Doctor-patient 
relationship. 

1.  Introduction 
China has experienced several major reforms of its health-care system, which have had a profound 
impact on the doctor-patient relationship in China. Public hospitals are the backbone of China's medical 
institutions, but are under pressure from insufficient funding and self-reliance requirements. Although 
the standard of medical care has been improving and the level of medical services has become more 
sophisticated, the gap between health demand and supply still exists. High drug prices, difficulties in 
seeking medical advice, and unreasonable use of medication are problems that have plagued the public's 
access to medical care in recent years. The people's demand for medical services has grown substantially, 
and problems such as high prices for existing medicines and overmedication have led to an imbalance 
between supply and demand, putting pressure on the medical system. It wastes limited medical resources, 
causes tension between doctors and patients, and affects people's trust in the entire medical system [1]. 
On top of that, China's medical resources are unevenly distributed, with high-quality medical resources 
mainly concentrated in big cities and well-known hospitals, resulting in patients' demand for famous 
doctors far exceeding the supply. When studying the doctor-patient problem, patients will be more likely 
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to want to be treated by experienced, qualified and veteran doctors for a better medical experience. 
Patients can find more experienced doctors by knowing the ability, skill, and preference of the general 
practitioner through hospital posters and the Internet, as well as by comparing other information about 
the doctor (e.g., feedback from other patients, the doctor's reputation, and success stories). In order to 
avoid being treated by a younger doctor, patients may choose to exaggerate their condition to increase 
their chances of being seen by an experienced doctor. The authors' study showed anecdotal evidence in 
the mass media that patients often intentionally lie, mislead, and deceive the health care professionals 
who serve them. In addition to this, WebMD, a health and wellness website, found that nearly 45% of 
respondents admitted to lying to their doctors, more than 30% lied about diet and exercise, and about 
40% lied about following their doctor's treatment plan [2]. Jiang and Yuan believe that this phenomenon 
may lead to some patients who can only be operated by senior doctors facing long waiting times, leading 
to deterioration of patients' conditions and affecting the quality and effectiveness of healthcare services 
[3]. Patients lying to obtain better healthcare resources can increase the burden on the healthcare system, 
exacerbate the shortage of healthcare resources, and affect the stability and efficiency of the entire 
healthcare delivery system [4]. Chinese patients can indirectly choose their surgeons by selecting their 
primary care physicians. Different doctors have different proficiencies and preferences for dealing with 
different conditions, and if a doctor is assigned to an area in which he does not specialize, his or her 
specialties will not be fully utilized, and work efficiency will be reduced [3]. Therefore, it is not enough 
to assign a patient to a physician based on the patient's preference alone; it is necessary to consider both 
the surgeon's and the patient's preference information, to realize two-way matching between surgeons 
and patients, and to determine a reasonable and effective physician-patient matching. If only one side 
of the surgeon's or patient's preference is considered and the other side's needs and preferences are 
ignored, unstable matching may occur. For example, a particular patient is assigned to a doctor whom 
he does not like and who is also dissatisfied with the match. Jiang and Yuan showed that in this case, it 
would be better to have another doctor whose preferences are more closely matched to those of the 
patient, thus affecting the effectiveness of the existing program [3]. To ameliorate this problem, this 
study aims to optimize the allocation of healthcare resources by using the Delayed Acceptance DA 
algorithm from the Stable Marriage Theory to create a stable match between patients and doctors. The 
effectiveness and fairness of this matching mechanism are also demonstrated using Pareto Efficiency 
theory. 

2.  Assumptions and definitions framework mode 
Based on the current status quo, it is assumed that in China, the application is provided by the patient to 
the doctor, but the doctor has no power to reject it. Therefore, we try to apply the DA algorithm to reduce 
the incentives of patients to lie in order to alleviate the status quo in China. Find a stable match between 
doctors and patients based on their real needs. To improve the stability and efficiency of the medical 
service system. Assume in this framework mode: 

D is the set of doctors 
P is the set of patients 
Both patients and doctors have their own preference lists that represent their ordering of doctors and 

patients, respectively. 
Each patient 𝑝 ∈ 𝑃 has a preference list 
Each doctor 𝑑 ∈ 𝐷 has a preference list 
Patients may be matched to better doctors by exaggerating their conditions. Theory Strategy 

proofness is an important concept in mechanism design and game theory. A mechanism or algorithm is 
said to be strategy-independent if, for any participant, honestly reporting its true preferences is always 
the optimal strategy, regardless of the reports of other participants. [5] In other words, participants obtain 
the best outcome by reporting their true preferences and have no incentive to obtain a better outcome by 
misreporting or manipulating preferences. Pathak and Sönmez [6] argue that Strategy proofness is one 
of the attributes of DA and can be considered as an element of fairness. By encouraging participants to 
report preferences honestly, it reduces the likelihood of system manipulation and improves the fairness 
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and efficiency of matching. In the allocation of medical resources, the use of strategy-independent 
matching algorithms can effectively reduce the phenomenon of patient exaggeration, optimize the use 
of medical resources, and improve the efficiency and quality of overall medical services. Second, each 
patient has its own Strict preference ranking. means that each element (e.g., doctor or patient) in the 
preference list has a unique ranking and no two elements are considered equivalent. In this ranking, each 
preference is explicitly above or below all other preferences, forming a linear, non-repeating order. And 
the patient applies to the doctor according to his or her preferences, and the doctor has the power of 
rejection through iteration. Considering the preferences expressed by the patient, the doctor temporarily 
accepts the application of the top-ranked patient. 

3.  Pareto efficiency 
The DA algorithm is effective in ensuring Pareto efficiency in the matching process in cases where 
patients are likely to exaggerate their conditions in order to obtain a more experienced doctor. Patient 
exaggeration does not change the final matching result, thus reducing the incentive for patients to 
exaggerate their conditions. 

3.1.  Definition of Pareto efficiency 
Lionel Robbins accepts Vilfredo Pareto's definition of efficiency, which states that a given allocation is 
efficient when and only when it is impossible to change it without incurring a loss to some people [7]. 
Thus, when reallocating resources, only those changes that improve the welfare of some without causing 
losses to others are considered welfare improvements. In other words, Pareto efficiency is a state of 
resource allocation in which no improvement can benefit at least one person without harming others. 

3.2.  The role of Pareto efficiency 
The role of Pareto efficiency in this problem is to ensure that no possible re-matching can make some 
patient-doctor matches better without making other patient-doctor matches worse. In the China case, 
every doctor and patient have been successfully matched. Both doctors and patients have literally gotten 
their first choice, and no other doctors or patients have been made worse off as a result, which also 
reflects Pareto efficiency. It also means that resources are allocated most efficiently, and no individual 
can get more resources without harming others. The concept of Pareto efficiency is particularly 
important in doctor-patient matching because it ensures fair distribution and optimal utilization of 
healthcare resources. This efficiency is achieved through DA algorithms that ensure that the final 
matching result is fair and efficient. By taking into account the real preferences of both doctors and 
patients, DA algorithms reduce the incentives for patients to exaggerate their conditions and increase 
the efficiency of medical resources. Ultimately, each matching outcome is Pareto efficient, i.e., there is 
no possible reallocation that can make some doctors and patients more satisfied without harming others. 
This approach not only optimizes the allocation of resources, but also enhances the trust between patients 
and physicians and improves the stability and efficiency of the overall healthcare delivery system. 

4.  Deferred Acceptance Algorithm (DA) 
The DA algorithm is a commonly used matching algorithm that was originally used to solve the stable 
marriage problem. In this algorithm, both parties involved in a match apply and accept based on their 
own list of preferences. In the last few years, the algorithm has appeared in an "iterative" (or sequential) 
mechanism for matching students with schools and universities on a very large scale [8]. 

4.1.  Model Setting 
Assume that patient P = {1,2,3} and doctor D = { A,B,C}. 

Patient's preference list: the patient has a strict order of preference for the doctor, e.g., patient 1's 
preference is A≿B≳C. 

Doctor's preference list: doctors have a strict order of preference for patients. For example, doctor 
A's preference is 1≳2≳3. 
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and the priority order is in order according to Figure 1 and 2. 

 
Figure 1. Patient 1's preference 

 
Figure 2. Doctor A's preference 

4.2.  Steps in detail 
1) Initial application: Each patient applies to the doctor they most wish to see based on their preference 
list. 

2) Physician Screening: Each physician ranks the applicants in their own order of preference and 
rejects the lowest ranked patients who exceed their capacity. Patients who are temporarily retained will 
continue to be retained by the physician. 

3) Recursive Application: In a subsequent step, all rejected patients will reapply based on the next 
physician on their preference list. Each physician combines the new round of applicants with the 
previously retained applicants, again sorted by priority, and rejects the lowest-ranked patients who 
exceed their capacity. Patients who are not rejected will continue to be retained by the physician. 

4) Termination condition: the process terminates when no new rejections occur. Each physician is 
matched with the final retained patients and patients not accepted by any physician are not matched. 

4.3.  Application to the doctor-patient matching problem regarding the explanation of patient's 
exaggerated condition 
In this example, however, we will hypothesize that Patient 3 lies about wanting to be matched to Doctor 
A. By iterating the DA algorithm 

Patient 3 proposes a match to Doctor A, who rejects it. The preferred patient that should be Doctor 
A's first choice is Patient 1, and Patient 1 has been matched successfully. In addition to this, Patient 3's 
second choice is Doctor C. Patient 3 proposes a match to Doctor C, who accepts. 

Doctor C's preferred patient is Patient 3, so Doctor C and Patient 3 have been matched successfully. 
The patient submits a ranked list of preferences to the doctor and iterates until a stable match is 

reached, which ensures that no patient has an incentive to deviate from their assigned doctor. Balinski 
and Sönmez show that the DA algorithm is considered to be the "best" fairness mechanism because it is 
policy-proof and because it has the advantage of being policy-proof This is because it is strategy-proof 
and Pareto better than any other fairness mechanism (i.e., it is constrained to be efficient) [9]. 

4.4.  Summary 
By using the Deferred Acceptance Algorithm, patients apply to physicians based on their preferences, 
and physicians screen patients based on their priorities. The algorithm ensures that the final match is 
stable, and because the Deferred Acceptance Algorithm has Strategy-Proofness, the patient has no 
incentive to manipulate the match by exaggerating the condition. This matching method takes into 
account both the patient's preferences and the doctor's priorities, thus optimizing the doctor-patient 
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matching process, reducing the patient's incentive to exaggerate his or her condition, and improving the 
overall efficiency and fairness of healthcare services. 

5.  Conclusion 
In China's healthcare system, it is a common phenomenon that patients exaggerate their conditions in 
order to be matched with more experienced doctors. To alleviate this situation, the Deferred Acceptance 
Algorithm is used for doctor-patient matching. The algorithm takes into account the real preferences of 
both the doctor and the patient to ensure Strategy-Proofness and Pareto efficiency in the matching 
process. The patient applies to the doctor based on his or her preferences, and the doctor filters the 
patients based on his/her priorities, accepting the top-ranked patients for now and rejecting those who 
exceed the capacity. Rejected patients continue to apply to the next preferred physician until the 
matching process stabilizes. 

Strategy-Proofness is a key attribute of Deferred Acceptance Algorithm, which ensures that 
participants honestly report the true preference as the optimal strategy, reducing the possibility of system 
manipulation. In healthcare resource allocation, strategy-independence reduces patients' incentives to 
exaggerate their conditions, optimizes resource utilization, and improves the efficiency and quality of 
overall healthcare services. 

Pareto efficiency in the matching process ensures that no rematch can make some doctors and 
patients better off without harming others. This efficiency is achieved through the Deferred Acceptance 
Algorithm, which ensures fair matching results and efficient resource utilization, enhances trust between 
patients and physicians, and improves the stability and efficiency of the overall healthcare delivery 
system. Deferred Acceptance Algorithm can establish stable matching between patients and physicians 
despite the possibility of patients deceiving their preferences. However, patient behavior may affect the 
efficiency and fairness of the matching process, highlighting the importance of transparency and 
integrity of the doctor-patient matching system. 

When it comes to resource allocation and solving the problems facing China's current healthcare 
system, Deferred Acceptance Algorithm is, in fact, an effective solution. In contrast, China's healthcare 
delivery system is markedly different from that of the U.K. Under the study by Ruth Leibowitz, Susan 
Day, and David Dunt, it was found that the RCT designed by the U.K. GP system, which integrates a 
nurse telephone counseling service (with the help of experienced, specially trained nurses using 
decision-support software) within an integrated healthcare co-op with the co-op's routine practice 
(receptionists recording call details and then passing them on to doctors) [10]. In other words, the 
allocation of doctor-patient resources is made by the GP, who first diagnoses and treats the patient and 
then refers the patient to a specialist. This allocation effectively reduces the tendency of patients to 
disguise their condition and helps to improve the efficiency of the whole healthcare delivery system. 
This is because patients cannot choose a specialist directly and must be referred through a GP. Even if 
a patient exaggerates his or her condition, he or she still needs to go through the assessment and judgment 
of the GP, whose professional judgment can, to a large extent, filter out unnecessary exaggeration and 
misreporting. This system ensures rational utilization of medical resources and improves the efficiency 
and fairness of overall medical services. At the same time, the key role of GPs in primary care and 
referral also enhances patients' trust in the healthcare system and reduces unnecessary doctor-patient 
conflicts. Therefore, the GP healthcare system in the UK is taken as the object of study in the following 
research. This will help to gain a deeper understanding of how the doctor-patient resource allocation 
mechanism works and can also provide references and insights for solving the problems faced by China's 
healthcare system. 
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Abstract. This paper explores the application of machine learning in financial time series 
analysis, focusing on predicting trends in financial enterprise stocks and economic data. It begins 
by distinguishing stocks from stocks and elucidates risk management strategies in the stock 
market. Traditional statistical methods such as ARIMA and exponential smoothing are discussed 
in terms of their advantages and limitations in economic forecasting. Subsequently, the 
effectiveness of machine learning techniques, particularly LSTM and CNN-BiLSTM hybrid 
models, in financial market prediction is detailed, highlighting their capability to capture 
nonlinear patterns in dynamic markets. Finally, the paper outlines prospects for machine learning 
in financial forecasting, laying a theoretical foundation and methodological framework for 
achieving more precise and reliable economic predictions. 

Keywords: Machine learning, Financial time series analysis, LSTM, CNN-BiLSTM hybrid 
models, Stock market prediction 

1.  Introduction 
Stocks represent ownership stakes in corporations issued to raise capital, entitling holders to residual 
profits and assets after debt obligations are fulfilled, alongside voting rights proportional to their 
shareholdings. Unlike stocks with fixed maturity dates, stocks do not expire as long as the issuing 
company remains solvent. Stocks guarantee fixed returns specified in the contract, whereas stock returns 
are variable and contingent upon corporate profitability and asset value  [1]. This distinction underscores 
the inherent risk associated with stocks, where investors face uncertainty regarding dividends and capital 
gains contingent upon the company’s financial performance. In contrast to risk-free stocks, which 
promise predictable returns albeit with default risk, there are no risk-free stocks. Stockholders assume 
greater risk due to fluctuating dividends and market prices, contingent upon broader economic 
conditions and company-specific factors. 

Through empirical analysis and model validation, this research explores the effectiveness of machine 
learning techniques in capturing the nonlinear and dynamic nature of financial markets. Insights gained 
from this study contribute to academic discourse and have practical implications for investors, financial 
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analysts, and policymakers seeking to navigate volatile market conditions and optimize investment 
strategies. By harnessing AI’s predictive capabilities, this paper aims to advance the understanding and 
application of machine learning in financial forecasting, paving the way for more accurate and reliable 
predictions in real-world economic scenarios. 

2.  Related work 

2.1.  Traditional Time Series Analysis Method 
Traditional statistical methods have long been employed to forecast financial stocks and economic data 
because of their interpretability and historical reliability. Techniques such as the Autoregressive 
Integrated Moving Average (ARIMA) [2] model and exponential smoothing methods are notable 
examples. ARIMA models are adept at capturing linear trends and seasonality in time series data, making 
them suitable for predicting economic indicators with clear patterns over time.  

Exponential smoothing methods, on the other hand, are effective in capturing short-term fluctuations 
and smoothing out noise in time series data.  [3]They excel in scenarios where recent observations are 
more critical for forecasting than distant historical data points. Despite their strengths, these methods 
can be limited by their assumption of stationary data and may not adequately handle complex, non-
stationary economic data. 

Advantages and Limitations: 
The strengths of traditional statistical methods lie in their interpretability and well-established 

theoretical foundations. They provide insights into economic variables’ underlying trends and patterns, 
aiding decision-making processes.  [4]Trendlines help illustrate long-term patterns, while seasonal 
decomposition charts break down the time series into trend, seasonal, and residual components, aiding 
in identifying cyclical patterns. 

In summary, while traditional statistical methods have been foundational in economic forecasting, 
their limitations in handling non-linear and dynamic relationships have prompted the exploration of 
more advanced techniques, including machine learning models. The following sections will delve into 
how machine learning, particularly multivariate time series models, addresses these challenges and 
offers new opportunities for improving the accuracy and robustness of economic and financial 
predictions. 

2.2.  Application of machine learning to financial forecasting 
Time series model: For multidimensional time series data, time series models in machine learning such 
as ARIMA, LSTM, GRU, etc. can be used for modeling and prediction. These models capture temporal 
relationships between data to make predictions about future trends. 

(1) LSTM (Long Short-Term Memory) 
LSTM is a special type of recurrent neural network (RNN) [5]. Unlike traditional neural networks, 

RNNS have a cyclic structure that allows information to flow continuously through the network. This 
allows RNNS to retain information over a long period theoretically. In practice, however, standard 
RNNS have trouble capturing long-term dependencies. LSTM was designed to solve this problem. 

LSTM architecture: 

 
Figure 1. The basic network architecture of RNN 

The LSTM architecture consists of a single unit, the memory unit (also known as the LSTM unit). 
The LSTM unit includes four feedforward neural networks. Each network has input and output layers, 
with connections from input neurons to all output neurons. 
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In predicting financial market fluctuations and trends, the effect of LSTM is mainly reflected in its 
ability to deal with complex non-linear relationships and dynamic market environments [6]. Compared 
to traditional linear models or simple time series methods, LSTM can better adapt to changing patterns 
and behaviors in financial markets. Its ability lies in efficiently using historical data and external 
influences through multi-level feature learning and memory mechanisms to provide more accurate and 
dynamic prediction results [7]. This capability makes LSTM a powerful tool in financial forecasting, 
helping investors and analysts better understand market dynamics and make more informed investment 
decisions. 

(2) Neural network(CNN) 
The neural network model is a powerful machine learning model that can effectively deal with 

complex nonlinear relationships and large-scale data. Through multi-level neuronal structures and 
nonlinear activation functions, neural networks can learn and express complex patterns and higher-order 
features in data to adapt to various data distributions and complex relationships.  

In addition, the training process of neural networks can be time-consuming, especially when dealing 
with large data sets that require high-performance computing resources. In the financial market 
prediction, applying a neural network model also needs to consider the market’s complexity and the 
data’s uncertainty, as well as the generalization ability and stability of the model [8]. In summary, neural 
network models provide new perspectives and tools for financial market prediction through their 
powerful nonlinear modeling capabilities, data-driven methods, and more accurate and comprehensive 
analytical support for investment decision-making and risk management. 

2.3.  Time series and financial forecasting 
With the continuous development of machine learning technology, the application of machine learning 
in the financial field has also made remarkable progress. These applications improve the prediction 
accuracy and simplify the application process of traditional models. In this paper, we will list some 
effective applications of machine learning technology in the financial field from the aspects of factor 
extraction, missing value filling, fusion input, noise reduction, and non-independent co-distributed 
adaptation to help readers better understand the current situation of machine learning in the financial 
field [9]. In addition, tensor-filling methods have been applied in finance to fill in patio-temporal data 
and show obvious potential. Although some efforts have been made in this area, research is still 
relatively limited. Advanced deep learning methods can introduce nonlinear and patio-temporal 
interactions to fill in missing values in financial data. 

2.4.  Stock forecasting-related tasks 
Before delving into the details of deep learning models, we will first define four key stock market 
prediction tasks and outline the concepts associated with each task [10]. These tasks include stock price 
forecasting, stock trend forecasting, portfolio management, and trading strategies, and these categories 
summarise most existing stock market forecasting tasks. 

• Stock price forecasting uses time series data to predict the future value of stocks and financial assets 
traded on exchanges. The goal of this forecast is to achieve a healthy profit. In addition, various 
factors also affect the forecasting process, including psychological factors and rational and irrational 
behavior, all of which work together to make stock prices dynamic and volatile. 

• Forecasting stock movements typically divides stock trends into three categories: uptrend, downtrend, 
and sideways; this task is formalized by analyzing the difference between adjusted stock closing 
prices within a given trading day. 

In the stock market prediction task using deep learning, common trading strategies include event-
driven, data-driven, and strategy optimization, and the above tasks revolve around the stock market 
prediction process. The next step is to input extracted features into the deep learning model for training, 
and finally, the experimental results of the model are analyzed. 
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3.  Methodology 
In recent years, applying advanced machine learning techniques to financial time series analysis has 
garnered significant attention due to their potential to uncover intricate patterns and improve prediction 
accuracy. Among these techniques, the combination of Convolutional Neural Networks (CNNs) and 
Long Short-Term Memory networks (LSTMs), known as CNN-LSTM models, has proven particularly 
effective. This approach leverages CNNs to extract spatial features from input data and LSTMs to 
capture temporal dependencies. It is well-suited for analyzing multivariate time series data such as stock 
prices and economics. 

3.1.  Model discussion 
The CNN- BiLSTM LSTM model integrates two robust neural network architectures: 

1. Convolutional Neural Networks (CNNs): 
- CNNs are adept at learning spatial hierarchies of features through convolutional layers. 
- In the context of multivariate time series, CNNs can be applied to extract spatial patterns across 

different variables (e.g., multiple stock prices, economic indicators) at each time step. 
2. Long Short-Term Memory networks (LSTMs): 
- LSTMs are well-suited for modeling temporal dependencies by maintaining long-term memory of 

sequential data. 
3. BiLSTM: Based on the cell structure of LSTM, the LSTM historical model has more vital 

historical information screening ability and chronological order learning ability and can rationally use 
the input historical data information to form long-term memory of historical data information in the past 
period, thus avoiding the problem that effective historical information cannot be stored permanently due 
to the influence of continuous input historical data. Since data processing depends on the direction of 
network connection, Bi-directional Long Short-Term Memory (BiLSTM) is introduced for events that 
need to consider the impact of future data on historical data. The model can reference the influence of 
both historical and future data on the predicted results. 

 
Figure 3. BiLSTM expansion structure based on LSTM 

The data is preprocessed first, including the processing of missing and duplicate values, and then 
normalized. After the processing, the data is divided into a test set and a training set. The attention 
mechanism is used to increase the weight value of the extracted features and update the weight. Finally, 
the CNN-BiLSTM-Attention model was constructed, and the test set data was input to verify the model’s 
accuracy.  

3.2.  Data processing 
In this experiment, the stock data of the People’s Bank of China were studied. The research results were 
compared with the LSTM model (LSTM-ATTENTION), the convolutional neural network, and the 
bidirectional long and short memory neural network mixed model (CNN-BiLSTM), and the single long 
and short memory neural network model (LSTM). It is concluded that the CNN-BiLSTM-Attention 
model has a good effect. 

Due to the significant difference in the results of the stock data, the data needs to be normalized 
before input into the neural network model using 0-1 normalization. The calculation method is as follows: 
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𝑥𝑥 =
𝑥 −𝑚𝑖𝑛

𝑚𝑎𝑥 −𝑚𝑖𝑛
(1) 

𝑥 is the original sample data value; min is the minimum value in the sample data.max indicates the 
maximum value in the sample data. 

3.3.  Test data and methods 
The input of the neural network is the data closely related to the trading of the stock, and the output is 
the closing price, which predicts the close of the next trading day’s price. This paper downloads 
experimental data from Tushara’s official website. It selects the data of People’s Bank of America Stock 
(stock code 000001) from January 1, 2005, to October 4, 2021, of which 80% is used as the training set 
and 20% is used as the test set.  

In this paper, the window size is n, and roll is selected. The window size is 1, and MAE comparisons 
of different window lengths are selected 5 times. See Table 1. 

Table 1. Comparison of results of different sliding window sizes 

Sliding Window Size Mean Absolute Error (MAE) 
5 0.01945795 
7 0.01809513 

10 0.01776377 
15 0.02096804 

Table 1 shows that when the window size is 5, the MAE value is larger than the step size. When the 
selection is 15, the MAE value is also relatively large, and when the selection step is 10, the average 
absolute error value is the smallest, so the optimal window size is selected Select 10. 

To verify the high accuracy of the model, different algorithms are used for comparison, and the 
comparison results are shown in Table 2. 

Table 2. Comparison of predictions from different models 

Model MSE (Mean Squared 
Error) 

MAPE (Mean Absolute Percentage 
Error) 

CNN-BiLSTM-Attention 0.012864103 0.0198415 
LSTM-Attention 0.03095998 0.0242836 
CNN-BiLSTM 0.071255782 0.059437 

LSTM 0.031070495 0.0816299 

As can be seen from Table 2, compared with the LSTM hybrid model, the overall trend is better, 
while the new hybrid model CNNBiLSTM-Attention model MSE is 0.012864103, MAPE is 0.01984150. 
It has higher reliability than previous models. 

 
Figure 4. Evaluation of Model Accuracy: MSE vs MAPE 
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3.4.  Experimental design 
By comparing the performance of the attention-based convolutional neural network and bidirectional 
long and short-memory neural network mixed models with traditional statistical methods, we draw the 
following conclusions: 

• Improved prediction accuracy: Experimental results show that the new hybrid model significantly 
improves the accuracy of predicting changes in stock prices. Compared with traditional statistical 
methods, the model performs better on several evaluation indicators, such as mean square and 
absolute percentage errors. 

• Effectiveness of feature extraction: Using convolutional neural networks (CNNs) for feature 
extraction can effectively capture spatial information in the input data, which is particularly important 
for analyzing multivariate time series. These extracted features help improve the subsequent model’s 
predictive power (BiLSTM). 

• Timing modeling of BiLSTM models: Bidirectional Long and short memory neural networks 
(BiLSTM) perform well in processing time series data, effectively capturing long and short-term 
timing dependencies, thereby improving the robustness and accuracy of predictions. 

The hybrid CNN-BiLSTM-Attention model demonstrates clear advantages in processing financial 
time series data and predicting quantitative transactions. 

4.  Conclusion 
Based on the considerations for long-term stability and reliable forecasting in stock markets, it is evident 
that short-term stock price predictions can inadvertently promote short-sighted investor behavior. This 
tendency undermines the market’s long-term stability and hampers its sustainable growth. Developing 
robust long-term forecasting models that incorporate multiple influencing factors is crucial to counteract 
this. These models should transcend the immediate fluctuations and provide insights contributing to a 
more stable and predictable market environment. 

Furthermore, as China’s capital markets continue to undergo reforms and development, a significant 
imperative remains to refine market institutions through ongoing exploration. Achieving high-quality 
development in China’s distinctive modern capital market requires a sustained commitment to these 
principles, ensuring a balanced approach that supports long-term investor confidence and economic 
resilience. 
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Abstract. With the development of AI technology, generative AI has gradually entered the life 
of the public, for example, the explosion of CHAT-GPT has allowed more people to see the huge 
potential and obvious advantages of generative AI. However, in the process of generative AI 
operation, events that violate social responsibility and ethics often occur, which makes the 
research on the scientific and technological ethics of generative AI more urgent. In the past 
literature and research, many industry experts have analysed the impact of generative AI on 
specific industries, but everyone is or will be a user of generative AI, so we should pay attention 
to the study of the people's scientific and technological ethical issues of generative AI after 
putting aside the industry background, so this paper collects primary data by means of 
questionnaire surveys to find out the public's awareness of generative AI and their perception of 
generative AI. and attitudes towards generative AI, and using the decision tree C4.5 algorithm 
with Python as the tool, it is used to respond to people's awareness of generative AI and the 
public's perception of the relationship between the various factors of the ethical issues of  

Keywords: Generative AI, Decision Tree Algorithms, Ethics of Technology 

1.  Introduction 
Back in 2018, Ming-Hui Huang [1] discussed the impact of AI's tech ethics in the service industry in an 
article examining the substitutability of AI in terms of machines, foreseeing that in the future in the 
service industry, some simple tasks will be taken over by AI, resulting in the loss of personnel, which is 
seen as a transitional phase of augmentation, and then, when it has the ability to take over all the work 
tasks it will then completely replace human labour.  

By 2022, Martin Reisenbichler [2] shows in his research that the emergence of AI has enabled the 
realisation of natural language generation to support content marketing, a study of the ethics of AI from 
the field of writing, pointing out that although machine-generated content is designed to perform well 
in search engines, the role of human editors is still vital.  

Next in 2024, targeting the aspect of literary creation, Holden Thorp [3] tried in his experiment to 
ask generative AI to rewrite the first scene of the classic American play Death of a Salesman, but with 
Princess Elsa from the animated film Frozen as the main character instead of Willy Loman, which 
resulted in an amusing dialogue in which Elsa returns home after a hard day of selling, and her son, 
Harpy, says to her, "Come on, Mum, you're Elsa from Frozen. You have the power of ice and snow and 
you are the queen. You're unstoppable." Mashups like this are certainly interesting, but they have serious 
implications for generative AI programs like ChatGPT in science and academia. And not just in terms 
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of literary creation. In the same year, also in terms of literary creation, Chris Stokel-Walker [4] noted 
that as generative AIs like ChatGPT become popular in 2023, major ethical discussions about their role 
in academic authorship have emerged. Prominent ethical organisations, including the ICMJE and COPE, 
as well as leading publishers, have developed ethical clauses that make it clear that these models don't 
meet authorship standards due to accountability issues.  

Next, in 2024, Shiavax J Rao [5] argues in his article that AI, and in particular high-level language 
models like ChatGPT, have the potential to revolutionise all aspects of healthcare, medical education 
and research, reviewing the benefits of ChatGPT in personalising patient care, particularly in geriatric 
care, medication management, weight loss and nutrition, and sports activity instruction, with further 
insights into its potential for enhancing medical research through the analysis of large datasets and the 
development of new methods. In the field of medical education, to make ChatGPT an effective resource 
for medical students and professionals as an information retrieval tool and for personalised 
learning.ChatGPT has many promising applications that may trigger a paradigm shift in healthcare 
practice, education and research.The use of ChatGPT may be beneficial in the areas of clinical decision-
making, geriatric care, medication management, weight loss and nutrition, physical fitness scientific 
research, and medical education, among other areas. However, it is worth noting that issues around 
ethics, data privacy, transparency, inaccuracy and inadequacy remain. The real-world impact of 
ChatGPT and generative AI must be objectively assessed using a risk-based approach before it can be 
widely used in medicine. It is not difficult to see that AI ethical issues, gradually from the ethical issues 
of man and machine, to the field of literary creation and then to the medical and other fields with greater 
relevance to people, generative AI technology ethical issues are destined to become an unavoidable 
problem for people in the future. 

2.  Research design 

2.1.  Analysis of questionnaire results 

2.1.1.  Questionnaire data collation 
The data for this study came from a questionnaire that categorised the main reasons affecting the ethics 
of science and technology into five categories in the form of scales: "access to discriminatory search 
results", "inaccurate information answered", "misuse of information", "false content and malicious 
dissemination", and "impact on a person's ability to make autonomous decisions", with five specific 
measurable indicators in each category. misuse of information", "false content and malicious 
dissemination", and "impact on people's ability to make autonomous decisions", which are five specific 
and measurable indicators, and the sub-questions in each category are measured by a score from 1 to 10, 
and the average value will be calculated. degree, and derive the average value, classifying 1~4 as mild 
(a), 5~7 as moderate (b), and 8~10 as severe (c), and at the same time, respectively, using A=obtaining 
discriminatory search results, B=inaccurate information in the answers, C=information misuse, D=false 
content and malicious dissemination, and E=influence on people's autonomous decision-making ability, 
and, the questionnaire's "Perceived importance of AI" column, with scores of 1 to 5 as unimportant and 
scores of 6 to 10 as important, to facilitate the next decision tree C4.5 algorithm. 

2.1.2.  Questionnaire design and distribution 
A total of 270 questionnaires were distributed in this research study, with response time of more than 
200 seconds as the detection criterion, and excluding the text papers that did not meet the criteria, leaving 
a total of 221 valid questionnaires. The questionnaires were divided into three levels, namely young (10-
28 years old), middle-aged (29-47 years old), and old (48-66 years old), and 30% of the respondents 
from each age group were selected as the final database, of which 89 were selected from the young, 110 
from the middle-aged, and 22 from the old, and the questionnaires were taken as non-scaled questions 
to collect information and data analysis was done using SPSS. 
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2.2.  Data analysis 

2.2.1.  Summary of basic information 

Table 1. Analysis of Respondents by Industry 

Industry Name frequency Percentage (%) 
Internet technology industry 32 14.5 
financial industry 56 25.3 
Consultancy services industry 41 18.6 
Education Industry 46 20.8 
Government and public interest organisations 23 10.4 
student at school 17 7.7 
the rest 6 2.7 
(grand) total 221 100 

 
In terms of industry distribution, 221 questionnaires were sent and 221 were valid, with the financial 
industry having the most practitioners with 56; the education industry followed with 46; and the third 
was the counselling services industry with 41, as shown in Table 2. 

2.2.2.  Next, let's look at the percentage of people who have used generative AI in each industry: 

Table 2. Status of use of generative AI by industry 

 
 

Internet technology 
industry financial industry Consultancy services 

industry 
 frequency per cent frequency per cent frequency per cent 

used 
up 20 10 30 13.6 20 9 

unuse
d 10 4.5 26 11.8 21 9.5 

 
 Education Industry Government and public interest 

organisations student population 

 frequency per cent frequency per cent frequency per cent 
used 
up 19 8.6 11 5 7 3.2 

unuse
d 27 12.2 12 5.4 9 4.1 

 
Through the above table, we can see that although the number of employees in the financial industry is 
large, the number of people who have used generative AI and those who have not used it each accounts 
for about half, but the percentage of those who have used generative AI in the Internet industry reaches 
10%, which is 5.5% higher than that of those who haven't used it, and the difference between the 
percentage of those who have used it and the percentage of those who haven't is -0.5%, -3.6%, and -0.4% 
respectively, indicating that the most widely exposed to and using generative AI is the group in the 
Internet technology industry. The percentage difference between those who have used it and those who 
haven't is -0.5%, -3.6%, and -0.4% respectively, indicating that the most widely exposed to and used 
generative AI is the group in the Internet technology industry. 
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Table 3. Statistics on the number of people who expect to use generative AI again 

 frequency Effective percentage 
lesser 43 38.7 
usual 40 36 
non-recurrent 26 23.4 
I can't get away from it. 2 1.8 
(grand) total 111 100 

 
The table shows that generative AI is not used very often among the people surveyed, and the number 

of people who use it generally versus less often amounts to 83, or 74.7%. 
How many of those using generative AI have heard of the concept of tech ethics, as shown in Table 

4. 

Table 4. Perceptions of technology ethics among those who have used generative AI 

 frequency Effective percentage 
be 55 50 
clogged 55 50 
(grand)total 110 100 

 
As can be seen from the table above, there is exactly a 50/50 split between those who have heard of 

tech ethics and those who have not, but since those who have used generative AI accounted for 49.4% 
of the total survey respondents, it suggests that tech ethics is still a relatively new concept in the general 
public's perception. 

2.3.  Data modelling 
We take the decision tree C4.5 model to measure the importance people attach to the ethical issue content 
of different generative AIs, so we have to calculate by INFO information, e information entropy, Gain 
information gain, Gain Rate information gain rate, and Gini coefficient [12]. 

First of all, we should calculate the binary classification result: whether it is important to organise 
the science and technology ethics of generative AI into "important" and "unimportant", which results in 
the number of important people as H, and the number of unimportant people as J. Then the total amount 
of information will be as in Expression 1. 

𝐼𝑁𝐹𝑂总 = 𝐼[𝐻, 𝐽] =
𝐻

𝐻 + 𝐽
𝑙𝑜𝑔2 (

𝐻
𝐻 + 𝐽

) −
𝐽

𝐻 + 𝐽
𝑙𝑜𝑔2 (

𝐽
𝐻 + 𝐽

) (1) 

Next, we want to calculate the information entropy. Each dataset is converted into a rank 1\2\3 (0~4 
is classified as "1", 5~8 is classified as "2", and 9~11 is classified as "3") based on the scores Assuming 
that the set E ∈ ({A},{B},{C},{D},{E}), 𝑃𝑖 is a probability distribution, the information entropy 
ENT (E) is as in Equation 2. 

𝐸𝑁𝑇(𝐸) = ∑ 𝑃𝑖

3

𝐼=1

𝑙𝑜𝑔2(𝑃𝑖) (2) 

After finding the information entropy 𝐸𝑁𝑇(𝐸) , we calculate its information gain as in Equation 3. 

𝐺𝑎𝑖𝑛(𝐸) = 𝐼𝑁𝐹𝑂总 − 𝐸𝑁𝑇(𝐸) (3) 

Next, the value of the split information is derived by setting the number of important and unimportant 
ratings corresponding to each classification to  𝐿1  = number of important and  𝐿2  = number of 
unimportant ratings, as in Equation 4. 
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𝑆𝑝𝑙𝑖𝑡𝐼𝑁𝐹𝑂𝐸 = −
𝐿1

𝐿1 + 𝐿2
𝑙𝑜𝑔2 (

𝐿1
𝐿1 + 𝐿2

) −
𝐿2

𝐿1 + 𝐿2
𝑙𝑜𝑔2 (

𝐿2
𝐿1 + 𝐿2

) (4) 

Using the information on it, the information gain ratio is calculated as in Equation 5. 

𝐺ain𝑅ate(𝐸) =
𝐺ain(𝐸)

𝑆plit𝐼𝑁𝐹𝑂𝐸
(5) 

Meanwhile, the Gini coefficient is calculated as in Equation 6. 

𝐺inicoefficient = 1 − ∑(pi∧2) (6) 

2.4.  Operating Mechanisms 
In the above manner, repeat the calculation, select MAX as the node, to divide the root node, leaf nodes 
and the end point, until a branch is all "important" or "unimportant" so as to gradually draw a decision 
tree. 

2.4.1.  Data entry 
Firstly, the data is divided into test set and training set in the ratio of 1:9. The parameters are designed 
as follows: 

In the second step, in the training set, the root node is selected and the calculated values are given in 
Table 5 below.The set E has the largest gain information rate, so it is selected as the root node. 

Next continue to repeat this arithmetic rule, you can plot the decision tree, as in Figure 1. 

Table 5. Selection of root nodes 

 ENT(𝐸) Gain(𝐸) SplitINFO𝐸 𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑒 Weight value 
A 0.26 0.037 1.416 0.026 0.272 
B 0.134 0.163 1.393 0.117 0.139 
C 0.125 0.172 1.436 0.120 0.162 
D 0.132 0.165 1.450 0.113 0.151 
E 0.14 0.157 1.163 0.135 0.276 
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Figure 1. Decision Tree Model of Influencing Factors for Generative AI Tech Ethics 

2.4.2.  Prune (branches etc) 
When using decision tree algorithms for classification or regression problems, pruning techniques are 
often employed to avoid overfitting. ccp_alpha is a pruning parameter that controls the strength of the 
pruning. 
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For each leaf node, we can compute an effective value with respect to ccp_alpha. Specifically, the 
effective value of each node is its reduced impurity (e.g., Gini impurity) minus a scaling factor, 
ccp_alpha, which is multiplied by the number of offspring of that node. Thus, if a node's effective value 
is less than zero, then that node will be pruned. the larger the ccp_alpha, the stronger the pruning and 
the simpler the final decision tree; conversely, the smaller the ccp_alpha, the weaker the pruning and 
the more complex the final decision tree. 

If a node has a negative valid value, the node will be pruned out. Note that this is just an example 
and in practice different datasets and models may require different ccp_alpha values. 

When using decision tree algorithms for classification or regression problems, we can control the 
complexity and generalisation ability of the model by adjusting the ccp_alpha parameter. Typically, we 
use techniques such as cross-validation to select the best ccp_alpha value to achieve the best model 
performance and generalisation ability. 

2.4.3.  Model testing 

Table 6. Training set model evaluation results 

term (in a mathematical 
formula) accuracy recall rate f1-score sample size 

usual 0.61 0.59 0.60 37 
significant 0.90 0.90 0.90 143 
accuracy   0.84 180 

average value 0.75 0.75 0.75 180 
Average (combined) 0.84 0.84 0.84 180 

Table 7. Test set model evaluation results 

term (in a mathematical 
formula) accuracy recall rate f1-score sample size 

usual 0.50 0.33 0.40 3 
significant 0.89 0.94 0.92 18 
accuracy   0.86 21 

average value 0.70 0.64 0.66 21 
Average (combined) 0.84 0.86 0.84 21 

Table 8. Integrated model assessment 

name (of a thing) parameter name parameter value 

Model parameter setting 

Data preprocessing Norm 
Training set ratio 0.9 

Nodal split criteria Gini 
Node division method Best 

Minimum number of samples 
for node splitting 2 

Leaf node minimum sample 
tree 3 

 Maximum tree depth 10 

Modelling to assess 
effectiveness 

accuracy 85.714 per cent 
Precision rate (combined) 83.835 per cent 

Recall rate (combined) 85.714 per cent 
f1-score 0.845 
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The above tables show the performance of the model on the training set and test set respectively. 
First: accuracy rate, the proportion of samples with correct prediction results to the total samples, the 

accuracy rate training set is 0.84, the test set is 0.86, which belongs to the higher accuracy rate; Second: 
precision rate, the prediction results are positive in the results of the training set and the test set is greater 
than 0.5, the precision is better; Third: recall rate, the proportion of positive samples with positive 
predictions, except for the test set which is "general" is 0.33, the others are all greater than 0.5, indicating 
that the model has a high recall; Fourth: f1-score, is a comprehensive evaluation index that integrates 
the precision rate and the recall rate it is the reconciled average of the precision rate and the recall rate; 
Fifth: the higher the precision rate and the recall rate are, the better, but the two tend to contradict each 
other, so the f1-score is commonly used to integrate the precision rate and recall rate. Commonly used 
f1-score to comprehensively evaluate the effect of the classifier, which takes the value of the range of 0 
to 1, the closer to 1 the better the effect, so the improvement of the model is better. 

So in synthesis, it can be seen that: the final model obtained an accuracy of 85.71% on the test set, a 
precision (combined) of 83.83%, a recall (combined) of 85.71%, and an f1-score (combined) of 0.84. 
The model results are acceptable. 

3.  Conclusion 
According to the model, among the people who think generative AI is important, item E "impact on 
human autonomous decision-making ability" is the most important impact of generative AI in 
technology ethics, and those who are concerned about item E are also more concerned about item A 
"obtaining discriminatory search results", followed by item C "misuse of information", while item B 
"inaccurate answer information" and item D "false content and malicious dissemination" are considered 
by people to be the most important impacts of generative AI. and "obtaining discriminatory search 
results" in item A, followed by "misuse of information" in item C. People are less concerned about 
"inaccurate information" in item B and "false content and malicious dissemination" in item D. Therefore, 
in practice, people will be more concerned about the "misuse of information" in item B and "inaccurate 
information" in item D. Therefore, in practice, if we want people to pay attention to the ethics of 
generative AI, we should focus on the impact of generative AI on human autonomy and the avoidance 
of discriminatory answers when formulating the ethical norms of generative AI, rather than just 
guaranteeing that the output of generative AI is accurate or not in order to govern the industry. At the 
same time, it is also necessary to strengthen people's attention to the misuse of information and privacy 
protection, such as: the establishment of science and technology ethics education courses in colleges 
and universities, included in the mandatory curriculum, and at the same time, the establishment of 
WeChat public number, or in the short video number of the continuous release of a series of science and 
technology ethics education courses and other ways to subconsciously influence the importance of 
science and technology ethics in the minds of the people. 
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Abstract. Communication security in fully electronic interlocking systems is one of the key 
factors ensuring the safe and reliable operation of the entire system. EN50159 is an important 
standard in the European railway communication sector, aimed at ensuring the safety, reliability, 
and efficiency of railway transportation. According to the communication security standards of 
EN50159, there are six types of security risks in closed communication: data duplication, 
deletion, insertion, misordering, delay, and corruption. This paper analyzes and explains the 
aspects of communication security that need to be considered based on the safety communication 
standards of China's railway signaling system and the signal safety standards in EN50159, 
focusing primarily on communication security and reliability. 

Keywords: Fully electronic interlocking system, EN50159, closed communication, 
communication security 

1.  Introduction 
With the rapid development of computer networks and communication technology, railway signaling 
systems have greatly improved, making train operations faster, safer, and more efficient. The advent of 
new technologies in modern communications and microelectronics has accelerated the development of 
computer networks and communication technology, driving continuous upgrades in railway signaling 
technology. Communication-based train control systems have seen broader application, though the 
relationships between railway signaling systems have become more complex [1]. The adoption of 
advanced fully electronic computer interlocking systems, which no longer rely on traditional gravity-
based safety relays but use electronic execution units for ultimate control, offers significant advantages 
in terms of maintainability, reduction of control room area, and construction workload. These systems 
have become the mainstream direction for railway signal control systems in China [2]. Given their high 
safety and real-time requirements, the operating cycle of fully electronic computer interlocking systems 
must be less than 250ms, and the safety performance must meet the SIL4 standard [3]. 

2.  Safety Communication Standards 
Railway communication systems are primarily used for train control, signal transmission, personnel 
communication, and emergency rescue. These systems must be highly reliable, stable, and resistant to 
interference to ensure the safety and smooth operation of railway transport. With the establishment of 
safety standards, international organizations have developed various versions of safety communication 
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protocols tailored to different train control systems, transmission networks, and defense against attacks, 
ensuring communication safety in railways. EN50159 is a crucial standard in the European railway 
communication field, aimed at ensuring the safety, reliability, and efficiency of railway transportation. 
It provides a comprehensive safety assurance system for railway information transmission systems with 
its strict functional requirements and technical specifications [4]. The EN50159 standard includes 
requirements for the design, installation, operation, and maintenance of communication systems, 
providing a unified reference framework to ensure compatibility and interoperability among different 
systems within the railway industry. This standard covers various communication technologies, 
including wired and wireless communication systems, and equipment related to train control, signal 
transmission, and personnel communication. To ensure secure communication transmission, we must 
strictly adhere to security communication protocols and ensure the stability of the characteristics of the 
closed transmission system, so that the number of connected devices and the maximum data capacity 
are not affected [5], thereby reducing the risk of illegal interference. 

To ensure the safety of closed transmission systems, we must detect and prevent risks such as data 
frame overlap, omission, insertion, confusion, error, and timeout as early as possible. These risks include, 
but are not limited to, transmission system failures and external influences. Therefore, before designing 
communication protocols, it is essential to carefully review the characteristics of data frames for 
accuracy, reliability, orderliness, and timeliness to ensure the entire communication system meets safety 
communication requirements [6]. 

3.  Fully Electronic Computer Interlocking System 

3.1.  Fully Electronic Computer Interlocking System Architecture 
In traditional railway signaling systems, train operations are manually controlled by signal operators. In 
contrast, fully electronic computer interlocking systems achieve signal control and train dispatch 
through electronic devices and computer software. These systems have significant advantages in 
improving operational efficiency, reducing human error, and enhancing safety [7]. The fully electronic 
computer interlocking system typically consists of the following main components [8]: 

1. Computer System: Responsible for controlling and managing the entire interlocking system, 
including functions such as processing train location information and signal control commands. 

2. Interface Equipment: Communicates with track equipment, signal devices, and train location 
detection devices to obtain real-time train location and status information. 

3. Interlocking Logic Control Unit: Formulates signal control logic based on train location, 
dispatch plans, and other information to ensure safe and smooth train operations. 

4. Communication Equipment: Facilitates communication among various parts of the system, 
including data transmission and command delivery. 

5. Human-Machine Interface: Provides an interface for operators to monitor and manage the 
system. Typically, it displays train locations, signal status, and other information on a computer screen, 
allowing operators to take appropriate actions based on system prompts. 

In summary, the structure of the fully electronic computer interlocking system is shown in Figure 1. 
The fully electronic communication layer communicates with the electronic control module layer via a 
bus, and both the interlocking logic layer and the fully electronic communication layer adopt a 2x2 
redundancy structure. The electronic control module layer uses a dual-machine hot standby structure, 
with both the interlocking machine and the communication machine employing safety computers [9]. 
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Figure 1. Structure of the Fully Electronic Computer Interlocking System 

3.2.  Safety Communication Requirements of the Fully Electronic Computer Interlocking System 
The safety communication network of the fully electronic interlocking system is designed for 
communication between the interlocking machine and the communication machine, forming a closed 
transmission network [10]. It follows the EN50159 technical standard set by the European Committee 
for Electrotechnical Standardization (CENELEC) to ensure safety at railway crossings. EN50159 is an 
important standard in the European railway communication signaling field, outlining the basic 
requirements for safe communication protocols to ensure system safety and reliability. Currently, some 
European equipment or system solutions used in China's train control systems involve the safety 
communication system and interface protocol established by the EN50159 standard. This standard not 
only clearly identifies the potential dangers of closed transmission systems but also determines the best 
protective measures based on this technical standard to ensure railway operational safety [10]. 

According to the EN50159 standard, in a closed communication environment, to reduce threat risks, 
safety function modules are generally embedded in the application layer and the communication 
protocol data layer to implement safety protocols. The safety function modules can provide four types 
of verifications: authenticity, integrity, timeliness, and orderliness of messages. That is, received data is 
handed over to the application layer only after passing the safety function module verification; data to 
be sent by the application layer is packaged by the safety communication module before being 
transmitted externally [11-12]. Therefore, we must ensure that every part adheres to strict safety 
regulations and take appropriate measures to protect them. This ensures a secure and reliable 
communication service environment. The position of the safety communication protocol in the safety 
communication model is shown in Figure 2. 
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Figure 2. Safety Communication Model 

To ensure the safety and reliability of the internal communication system, we divide it into three 
layers: the application layer, the safety protocol layer, and the communication base layer. Each layer 
defines the respective data formats. The application layer is responsible for processing the actual data 
required for interactions. The safety protocol layer ensures communication reliability and is designed 
according to the EN50159 standard. Finally, the communication base layer stores data in the inherent 
format specified by the device bus [13]. 

4.  Communication Security Analysis of the Fully Electronic Computer Interlocking System 

4.1.  Analysis of Communication Security in the Fully Electronic Computer Interlocking System 
Communication security in the fully electronic computer interlocking system ensures the safety of 
communication between different parts of the system to prevent unauthorized access, data leaks, or 
tampering [14]. To analyze the communication security of the fully electronic computer interlocking 
system, the following aspects are typically considered: 

1. Encrypted Communication: Ensuring that data transmitted between different parts of the system 
is encrypted to prevent data theft or tampering. Common encryption algorithms include AES and RSA, 
which ensure data confidentiality during transmission. 

2. Identity Authentication: Verifying the identities of users and devices within the system to ensure 
that the communicating parties are legitimate and trustworthy. Identity authentication mechanisms can 
prevent unauthorized access. 

3. Access Control: Restricting user or device access to system data and functions to ensure that only 
authorized users can perform specific operations. Detailed access control effectively reduces potential 
security risks. 

4. Firewalls and Intrusion Detection Systems: Setting up firewalls and intrusion detection systems 
within the system to monitor network traffic and behavior, quickly identifying potential attacks and 
preventing or alerting them in time. 

5. Security Vulnerability Management: Regularly scanning and assessing the system for security 
vulnerabilities and promptly patching known vulnerabilities to maintain system security continuously. 

6. Logging and Auditing: Recording operation logs within the system, including user logins, data 
access, and other behaviors, to trace and investigate security incidents when they occur. 

7. Physical Security: Ensuring the physical security of the system's servers and network equipment 
to prevent unauthorized personnel from accessing and operating system hardware. 

By comprehensively considering these factors, the communication security of the fully electronic 
computer interlocking system can be effectively guaranteed [15]. Additionally, continuously monitoring 
the latest developments and technologies in the security field and promptly adjusting and updating 
security strategies are crucial for maintaining system security. 
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4.2.  Reliability Analysis of Communication in the Fully Electronic Computer Interlocking System 
Reliability analysis of communication in the fully electronic computer interlocking system is crucial to 
ensure that data and commands are transmitted stably and efficiently during the communication process 
[16]. The following are common methods and strategies for evaluating and enhancing the reliability of 
communication in the fully electronic computer interlocking system: 

1. Fault Analysis and Fault Tolerance Design: Analyzing and predicting potential communication 
failures in the system, designing fault tolerance mechanisms to handle communication failures, ensuring 
that the system can automatically switch to backup channels or recover to normal operation in case of 
issues. 

2. Communication Link Quality Monitoring: Monitoring the quality and stability of each 
communication link in the system, including metrics such as delay, packet loss rate, and bandwidth 
utilization, to identify and adjust for communication problems promptly. 

3. Data Integrity Check: Introducing verification mechanisms, such as CRC checks, during data 
transmission to ensure data integrity and prevent data corruption or tampering. 

4. Redundant Communication Design: Implementing redundant communication paths or devices to 
achieve backup and redundancy in communication, enhancing system reliability and stability. If the 
primary communication path encounters problems, it can quickly switch to the backup path. 

5. Network Topology Design: Designing a reasonable network topology to avoid single points of 
failure affecting the entire system's communication. Adopting distributed architectures and multi-path 
communication to improve the system's resistance to interference. 

6. Communication Security Strategies: Implementing security measures such as encrypted 
communication, identity authentication, and access control to protect communication data security and 
prevent information leaks and attacks. 

7. Regular Maintenance and Monitoring: Performing regular maintenance and monitoring of the 
system's communication equipment and network to detect and address potential issues promptly, 
ensuring the system's stability and reliability. 

By comprehensively applying these measures and strategies, the communication reliability of the 
fully electronic computer interlocking system can be effectively enhanced, ensuring stable and efficient 
data transmission and command control during system operation [17-18]. 

5.  Conclusion 
In railway transportation, the train interlocking system ensures the safe and smooth passage of trains 
through intersections, shunting lines, and other sections to avoid accidents and collisions. The fully 
electronic computer interlocking system introduces modern electronic and computer technologies, 
improving the intelligence and safety of the railway transportation system while enhancing the 
efficiency and accuracy of train operations. Therefore, ensuring stable communication in the fully 
electronic computer interlocking system and providing a secure communication environment has 
become paramount in ensuring the normal operation of the railway control system. 
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Abstract. This paper delves into the intricate relationship between machine learning (ML) and 
data analysis, spotlighting the recent advancements, prevailing challenges, and emerging 
opportunities that underscore their integration. By conducting an extensive review of scholarly 
literature and real-world case studies, this article uncovers the synergistic potential of ML and 
data analysis, emphasizing their combined influence across diverse industries and domains. The 
exploration is framed around pivotal themes including algorithmic innovations, which are at the 
heart of ML's ability to transform vast and complex datasets into actionable insights. Moreover, 
the discussion extends to predictive modeling techniques, a cornerstone of data analysis that 
leverages historical data to forecast future trends, behaviors, and outcomes. Practical applications 
are scrutinized to demonstrate how the confluence of ML and data analysis is pioneering 
solutions in fields as varied as healthcare, where predictive analytics can save lives, to finance, 
where it is used to navigate market uncertainties. This paper also addresses the barriers to 
effective integration, such as data privacy concerns and the need for robust data governance 
frameworks. Through this comprehensive examination, the article sheds light on the rapidly 
evolving landscape of ML-driven data analysis, offering insights into how these technological 
advancements are reshaping research methodologies, industry practices, and societal norms. 

Keywords: Machine Learning, Data Analysis, Integration, Advancements. 

1.  Introduction 
In the contemporary landscape dominated by the deluge of data and rapid digitalization, the fields of 
machine learning (ML) and data analysis have ascended to the forefront, playing pivotal roles in 
navigating the complexities of modern data ecosystems. This introduction serves as a foundational 
primer, offering a comprehensive overview of ML and data analysis concepts to contextualize their 
significance in contemporary discourse. Machine learning, a subset of artificial intelligence (AI), 
encompasses a diverse array of algorithms and methodologies designed to empower computers to learn 
from data patterns and make predictions or decisions without explicit programming. [1] From supervised 
learning, where models are trained on labeled data, to unsupervised learning, where patterns and 
structures are inferred from unlabeled data, and reinforcement learning, where systems learn through 
trial and error, ML techniques underpin a broad spectrum of applications across industries and domains. 
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Concurrently, data analysis forms the bedrock of deriving actionable insights from data, involving the 
exploration, cleaning, and interpretation of datasets to uncover meaningful patterns, trends, and 
correlations. Through statistical methods, exploratory data analysis, and visualization techniques, data 
analysts illuminate the inherent structure and nuances within datasets, providing a foundation for 
informed decision-making and strategic planning. In essence, this article endeavors to delve into the 
intricate relationship between ML and data analysis, elucidating their complementary roles and 
synergistic potential in unlocking insights, driving innovation, and facilitating informed decision-
making across myriad domains in the contemporary era of big data and digital transformation. 

2.  Algorithmic Innovations in Machine Learning 

2.1.  Deep Learning Architectures 
Deep learning architectures, particularly convolutional neural networks (CNNs) and recurrent neural 
networks (RNNs), have reshaped the landscape of pattern recognition and data modeling. CNNs excel 
in extracting hierarchical features from complex data, especially in image processing tasks, through 
convolutional layers and pooling operations. This hierarchical analysis enables CNNs to achieve state-
of-the-art performance in tasks like object recognition, image classification, and segmentation, with 
applications spanning medical imaging, autonomous vehicles, and recommendation systems. 

In sequential data analysis, RNNs play a pivotal role by capturing temporal dependencies among 
data points. Their recurrent connections allow them to maintain a memory of past inputs, making them 
ideal for tasks such as natural language processing (NLP), speech recognition, and time-series prediction. 
This capability to model sequential data enables RNNs to understand context and long-term 
dependencies, facilitating language translation, sentiment analysis, and speech synthesis across various 
applications like chatbots, virtual assistants, predictive text input, and music generation. [2] 

More recently, transformer models have emerged as a significant advancement in deep learning 
architectures. Characterized by their attention mechanism and self-attention mechanisms, transformers 
selectively focus on relevant parts of the input sequence, allowing parallel processing and efficient 
learning of long-range dependencies.  

2.2.  Probabilistic Graphical Models 
Probabilistic graphical models, such as Bayesian networks, offer a principled framework for 
representing and reasoning about uncertain relationships in data. Bayesian networks use directed acyclic 
graphs to model probabilistic dependencies between variables, enabling causal reasoning, probabilistic 
inference, and decision-making under uncertainty. In domains such as healthcare, Bayesian networks 
aid in disease diagnosis, treatment planning, and prognosis prediction by capturing complex 
relationships between symptoms, risk factors, and medical interventions. Additionally, Bayesian 
networks find applications in finance, where they facilitate risk assessment, portfolio optimization, and 
fraud detection by modeling dependencies between market variables, economic indicators, and financial 
instruments. 

Hidden Markov models (HMMs) represent a class of probabilistic graphical models widely used for 
sequential data modeling and prediction. HMMs consist of a hidden state sequence and an observable 
sequence, where the hidden states represent latent variables capturing underlying dynamics, and the 
observable states represent observed data. [3] In speech recognition, HMMs model relationships 
between phonemes or words, enabling accurate transcription and speech synthesis. In genomic sequence 
analysis, HMMs model relationships between DNA or protein sequences, facilitating tasks such as 
sequence alignment, motif discovery, and gene prediction. HMMs have also found applications in 
natural language processing, where they model syntax, semantics, and discourse structure, enabling 
tasks such as part-of-speech tagging, named entity recognition, and parsing. As shown in Figure 1. 
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Figure 1. Predictive Modeling Techniques in Data Analysis (Source: ResearchGate) 

2.3.  Regression Analysis 
Linear regression, a foundational technique in predictive modeling, aims to establish a linear relationship 
between independent and dependent variables. This method involves fitting a linear equation to observed 
data points, minimizing the sum of squared differences between predicted and actual values. Widely 
applied in fields such as finance and marketing, linear regression finds extensive use in forecasting stock 
prices, asset returns, and predicting consumer behavior and market trends. Its coefficients offer insights 
into the strength and direction of variable relationships, facilitating inference and decision-making. [4] 
Logistic regression extends these principles to model categorical outcomes, particularly binary events, 
by estimating the probability of occurrence based on predictor variables. Utilizing the logistic function, 
it maps the linear combination of predictors to a probability value between 0 and 1. Logistic regression 
is widely utilized in healthcare for disease diagnosis and risk prediction, as well as in marketing for 
customer segmentation and personalized campaigns. Ridge regression, as a regularization technique, 
addresses multicollinearity and overfitting issues in linear regression models by imposing a penalty on 
coefficient magnitudes. By augmenting the ordinary least squares objective function, ridge regression 
promotes smaller coefficient values, reducing model complexity. It is applied in finance for asset pricing 
models and risk management, and in healthcare for identifying disease biomarkers and treatment 
response prediction. 

2.4.  Time Series Forecasting 
Autoregressive integrated moving average (ARIMA) models, exponential smoothing methods, and 
recurrent neural networks (RNNs) represent powerful techniques for time series forecasting across 
various domains. ARIMA models, renowned for their effectiveness in capturing trend and seasonality 
in data, decompose time series into autoregression (AR), differencing (I), and moving average (MA) 
components, allowing for the identification of temporal patterns and trends. Widely applied in finance 
for stock price prediction and portfolio optimization, as well as in energy forecasting for predicting 
electricity demand and supply fluctuations, ARIMA models offer valuable insights into future trends. 

Exponential smoothing methods, including simple exponential smoothing (SES) and Holt-Winters 
exponential smoothing, provide effective solutions for forecasting time series data exhibiting 
exponential decay in trends and seasonality. These techniques assign exponentially decreasing weights 
to past observations, prioritizing recent data points. Commonly utilized in supply chain management for 
inventory forecasting and production planning, and in marketing for predicting sales and demand, 
exponential smoothing techniques play a pivotal role in optimizing resource allocation and strategic 
decision-making. [5] 
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3.  Practical Applications of ML-Driven Data Analysis 

3.1.   Healthcare Informatics 
Machine learning (ML) algorithms are revolutionizing healthcare informatics, particularly in the realm 
of personalized medicine. Leveraging patient data from electronic health records (EHRs), genetic 
information, and medical imaging data, these algorithms tailor treatment plans based on individual 
characteristics and medical history. By analyzing large and diverse datasets, ML-driven predictive 
models identify patient-specific risk factors, predict treatment responses, and recommend personalized 
interventions, ultimately improving patient outcomes and reducing healthcare costs. Additionally, ML-
driven data analysis enhances disease diagnosis and biomarker identification through the integration of 
diverse data sources and advanced analytics techniques. By analyzing patterns in patient data, including 
clinical symptoms, genetic markers, and imaging findings, ML algorithms assist in early disease 
detection and classification. Furthermore, ML techniques enable the identification of disease biomarkers, 
facilitating the development of diagnostic tests and targeted therapies for various medical conditions, 
ranging from cancer to neurological disorders. [6] Moreover, ML-driven approaches optimize treatment 
strategies and provide clinical decision support by leveraging patient-specific data and evidence-based 
guidelines. These techniques analyze patient demographics, medical history, and treatment outcomes to 
identify optimal interventions and adjust treatment plans in real-time. Additionally, ML algorithms aid 
healthcare providers in prioritizing care delivery, predicting patient readmissions, and minimizing 
adverse events, ultimately enhancing the quality of care and patient safety in clinical settings. 

3.2.  Financial Analytics 
Financial analytics harnesses machine learning (ML) algorithms to bolster various aspects of financial 
operations, including risk assessment, fraud detection, and algorithmic trading. In risk assessment, ML 
algorithms scrutinize extensive financial datasets, comprising historical market data, economic 
indicators, and portfolio performance metrics, to quantify and forecast diverse risks such as market risk, 
credit risk, and operational risk. Employing advanced predictive modeling techniques like time series 
analysis and Monte Carlo simulations, ML-driven risk assessment tools offer financial institutions 
valuable insights into potential risks and vulnerabilities, empowering proactive risk mitigation strategies 
and well-informed decision-making processes. 

Furthermore, ML-driven data analysis plays a pivotal role in the detection and prevention of 
fraudulent activities within the financial sector. By scrutinizing transactional data, user behaviors, and 
network patterns, ML algorithms can pinpoint anomalous activities indicative of fraud or malicious 
intent. Leveraging techniques like anomaly detection, pattern recognition, and machine learning-based 
classification, financial institutions can effectively identify and thwart fraudulent transactions, 
unauthorized access attempts, and instances of identity theft. Such measures not only safeguard assets 
but also bolster trust in the integrity of the financial system. 

3.3.  Marketing Analytics 
Machine learning (ML)-driven recommendation systems have revolutionized marketing analytics by 
providing highly personalized product recommendations based on consumer preferences and behaviors. 
These systems use collaborative filtering, content-based filtering, and hybrid approaches to analyze vast 
amounts of data. Collaborative filtering leverages user behavior to suggest products, with Amazon 
reporting that such recommendations drive 35% of their sales. Content-based filtering, used by Netflix, 
recommends items based on their attributes, saving the company approximately $1 billion annually by 
reducing churn. Hybrid systems, like those used by Spotify, combine both methods for enhanced 
accuracy. By analyzing historical purchase data, browsing history, and user interactions, these systems 
significantly boost customer engagement, increase cross-selling and upselling opportunities, and 
strengthen customer loyalty. McKinsey reports that personalized recommendations can increase sales 
by 10-30%. Walmart, for instance, processes over 2.5 petabytes of data every hour to refine its 
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algorithms. Overall, ML-driven recommendation systems are crucial for providing personalized 
experiences that drive engagement and sales in competitive markets. 

4.  Challenges and Opportunities in ML-Driven Data Analysis 

4.1.  Data Quality and Quantity 
Data preprocessing and cleansing, along with feature engineering, selection, and data fusion/integration, 
collectively form the foundation of robust and effective machine learning (ML) analysis. These essential 
steps are pivotal in addressing the challenges posed by data quality and quantity in ML-driven data 
analysis. 

Data preprocessing and cleansing involve a series of techniques aimed at ensuring that the data used 
for modeling are accurate, complete, and representative of the underlying phenomenon. Techniques such 
as outlier detection, missing value imputation, and normalization or scaling are employed to handle 
anomalies and inconsistencies in the data, thereby improving the quality of input data for ML models. 
Additionally, data augmentation methods, including synthetic data generation and oversampling, are 
utilized to alleviate data scarcity issues and enhance the quantity of data available for model training. 

Data fusion and integration techniques enable the aggregation of heterogeneous data sources, thereby 
enhancing the quality and quantity of information available for ML-driven analysis. By merging data 
from multiple sources, including structured databases, unstructured text documents, and sensor streams, 
comprehensive datasets are created, capturing diverse aspects of the underlying problem. [7] This 
integration allows ML models to leverage complementary information, uncover hidden patterns, and 
improve predictive performance, ultimately facilitating more accurate decision-making and insights 
generation in complex and dynamic environments. 

4.2.  Interpretability and Explainability 
In the realm of machine learning and artificial intelligence, the pursuit of interpretability and 
explainability is paramount for building trust and understanding the decisions made by these systems.   
Model-agnostic interpretability techniques, such as feature importance analysis and partial dependence 
plots, offer a broad perspective on the behavior of ML models, allowing stakeholders to dissect the 
influence of individual features on predictions. By delving into these insights, stakeholders can unravel 
hidden biases or limitations in the data or modeling process, empowering them to make informed 
decisions and mitigate risks effectively [8]. 

Complementing these techniques are Explainable AI (XAI) models, meticulously crafted to provide 
transparent and interpretable explanations for their predictions. Employing methodologies like rule-
based models, decision trees, and symbolic reasoning systems, XAI models furnish human-readable 
explanations of ML predictions, elucidating the underlying logic and reasoning. This transparency not 
only fosters trust among stakeholders but also facilitates domain expert involvement and ensures 
regulatory compliance in critical sectors such as healthcare, finance, and criminal justice. 

By integrating both model-agnostic interpretability techniques and XAI models into ML-driven 
analysis, stakeholders can create a robust framework for transparency, trust, and accountability in 
decision-making processes. [9] This holistic approach empowers stakeholders to delve deeper into the 
intricacies of ML models, address potential biases or limitations, and ultimately make more informed 
and ethical decisions across diverse domains. As shown in Table 1. 
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Table 1. Enhancing Transparency and Trust in Machine Learning through Interpretability 

Techniques Description 

Model-agnostic 
Interpretability 
Techniques 

Focus on understanding ML models independently of their architecture or 
learning algorithm. Examine contribution of individual features to model 
predictions. Valuable for identifying biases or limitations in data or modeling 
process. 

Explainable AI 
(XAI) Models 

Designed to provide transparent and interpretable explanations for predictions. 
Generate human-readable explanations of model decisions. Enhance trust, 
facilitate domain expert involvement, and support regulatory compliance. 

Integration 
Approach 

Integrates model-agnostic interpretability techniques and XAI models into ML-
driven analysis. Enhances transparency, fosters trust, and ensures accountability 
in decision-making processes. Enables stakeholders to gain deeper insights into 
ML models and make more informed and ethical decisions. 

5.  Conclusion 
In conclusion, machine learning and artificial intelligence stand as transformative technologies poised 
to revolutionize various industries and societal domains. Their applications span a wide spectrum, from 
healthcare and finance to marketing and beyond, offering unparalleled opportunities for innovation, 
efficiency, and progress. The impact of machine learning and AI is profound, with advancements leading 
to improved healthcare diagnostics and treatments, more accurate financial predictions and risk 
assessments, and highly targeted marketing strategies that enhance customer engagement. 

However, amid the promising opportunities presented by these technologies, significant challenges 
and ethical considerations must be addressed. One of the foremost concerns is the potential for biases 
embedded in algorithms, leading to unfair outcomes and perpetuating existing social inequalities. 
Additionally, issues related to data privacy, security, and transparency require careful attention to ensure 
the responsible and ethical deployment of AI systems. Safeguarding sensitive information and ensuring 
transparency in AI decision-making processes are essential for building trust among users and 
stakeholders [10]. 

Furthermore, the ethical implications of AI-driven automation and job displacement need to be 
carefully managed to minimize adverse impacts on employment and socioeconomic stability. Efforts to 
upskill and reskill the workforce, coupled with policies that promote responsible AI adoption, can help 
mitigate these challenges and ensure a more equitable transition to a digitally driven future. 
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Abstract. This paper investigates the application of artificial intelligence in the financial sector, 
analyzing the existing technical, ethical, and legal issues, and proposing corresponding solutions. 
The research background highlights the widespread use of AI technology in the financial industry 
and the efficiency and cost benefits it brings. The research focuses on challenges related to data 
quality, feature engineering, model complexity, real-time capability, computational resources, 
and data privacy protection. The research method includes literature review and case analysis, 
revealing the applications of AI technology in stock prediction, risk management, trading 
strategy optimization, and customer service. The results indicate that effective data cleaning, 
automated feature engineering, model simplification and regularization techniques, the use of 
interpretability tools like LIME and SHAP, and the introduction of fairness evaluation standards 
can significantly enhance AI model performance and transparency. The conclusion points out 
that these measures can not only solve the current technical and ethical issues of AI in the 
financial sector but also promote the widespread application and standardization of AI 
technology in other fields. 

Keywords: Artificial Intelligence, Financial Sector, Model Interpretability, Issues. 

1.  Introduction 
In recent years, the rapid advancement of artificial intelligence technology has significantly transformed 
various sectors globally, leading to innovations that enhance efficiency, accuracy, and decision-making 
processes. As AI continues to evolve, its applications have expanded into multiple fields, including 
healthcare, transportation, manufacturing, and finance. Among these, the financial sector has 
particularly benefitted from AI's ability to automate difficult jobs, forecast market trends, and analyze 
enormous volumes of data. The importance of studying AI applications in the financial sector cannot be 
overstated. The financial sector, characterized by vast amounts of data and complex decision-making 
requirements, is particularly poised to benefit from AI technologies. Financial institutions have 
increasingly adopted AI-driven solutions to optimize operations, mitigate risks, and deliver personalized 
services to clients. The ability of AI to analyze large datasets, identify patterns, and make predictions 
offers significant advantages in areas such as fraud detection, algorithmic trading and document 
verification. These issues highlight the significance of conducting comprehensive research to understand 
the full impact of AI on the financial industry. 
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Despite the promising applications of AI in finance, there are substantial challenges that must be 
addressed to fully realize its potential. These include technical issues related to data quality and 
algorithm transparency, as well as ethical and legal concerns surrounding data privacy and financial 
liability. This research aims to explore the current applications of AI in finance, identify existing issues, 
and propose potential solutions. By reviewing the relevant literature, this study will provide a detailed 
overview of how AI technologies, such as machine learning, deep learning, and computer vision, are 
being utilized in financial services.  

Furthermore, this study contributes significantly to the application of AI in the financial sector. The 
study identifies the key technical and ethical challenges facing the deployment of AI in the financial 
sector, providing insights into the complexities of integrating AI technologies into the industry. It also 
presents potential solutions and recommendations to address the identified challenges, aiming to guide 
financial institutions and policymakers to effectively utilise AI while mitigating the associated risks. 

2.  Artificial Intelligence Technology 

2.1.  Definition of Artificial Intelligence 
Artificial intelligence can be summarized as a collection of analytical tools designed to mimic the 
cognitive functions of living beings. Over time, these tools have evolved into sophisticated instruments 
that address problems once considered difficult or impossible to solve [1]. AI involves the simulation of 
human intelligence in machines programmed to think and learn. These intelligent machines are capable 
of doing tasks like speech recognition, language translation, visual perception, and decision-making that 
normally need human intellect. AI systems are made to become more accurate at their duties, learn from 
mistakes, and adjust to new inputs. 

2.2.  Major AI Technologies 
The advancement of AI technologies—encompassing machine learning, deep learning, and computer 
vision—has created numerous opportunities across various domains. Understanding these technologies 
and their applications is essential for maximizing AI's potential in the financial sector and beyond. This 
knowledge is crucial for effectively leveraging AI to enhance decision-making, improve efficiency, and 
drive innovation in diverse fields. 

2.2.1.  Machine Learning. Creating methods that let computers learn from data and make predictions is 
the main goal of the machine learning. It tackles the problem of developing automated systems that get 
better with use [2]. These models identify patterns and make decisions with minimal human intervention. 
As shown in Figure 1, key types include supervised learning, which uses labeled data; unsupervised 
learning, which finds patterns in unlabeled data; and reinforcement learning, which trains an agent 
through rewards and penalties. 

 
Figure 1. The key types of Machine Learning [3] 
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2.2.2.  Deep Learning. Deep learning enables computational models with multiple processing layers to 
learn data representations with various levels of abstraction [4]. This approach has significantly 
advanced fields such as speech recognition, visual object recognition, object detection, drug discovery, 
and genomics. By employing multi-layered neural networks, deep learning effectively models complex 
relationships in data. Key components include Convolutional Neural Networks (CNNs) for image 
processing, a CNN architecture for handwritten digit recognition is shown in the figure 2. With such a 
multilayer architecture, CNN is able to extract and learn important features in an image, leading to 
efficient and accurate image classification. 

 
Figure 2. Flowchart of CNN [5] 

2.2.3.  Computer Vision. Computer vision enables computers to interpret visual data from the world. By 
establishing rules for pixel characteristics, relationships, and temporal changes, computer vision 
algorithms can automate the review of ecological images [6]. Applications include image classification, 
object detection and tracking, and image generation and enhancement. For example, the following figure 
3 shows how a parallax image can be used for simple object detection, where objects in an image are 
distinguished into foreground and background by comparing pixel intensities with a set threshold. Such 
computer vision techniques can be used in autonomous driving to identify obstacles on the road, in 
medical imaging to help separate focal areas, and in surveillance to detect moving targets, thus enabling 
automated and intelligent image processing and analysis. 

 
Figure 3. Flowchart for an Object Detection Process (Photo/Picture credit : Original)  
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3.  Applications of AI in the Financial Sector 

3.1.  Machine Learning for Fraud Detection 
Machine learning is revolutionizing fraud detection in the financial sector by utilizing sophisticated 
algorithms to analyze large volumes of transaction data and identify patterns indicative of fraudulent 
activities. Banks and financial institutions use supervised learning models to detect known fraud patterns, 
such as decision trees and random forest, which play crucial roles in identifying fraudulent transactions. 

3.1.1.  Decision Trees. A machine learning approach called a decision tree may be applied to 
applications involving regression and classification [7]. It simulates choices and their potential results, 
including as utility, resource costs, and outcomes from random events. Nodes and branches make up the 
tree structure, as seen in Figure 4. Based on eigenvalues, each internal node represents a decision point, 
and each branch, up to the output result, which is a leaf, indicates a decision outcome and links to other 
nodes. 

 
Figure 4. The structure of Decision Tree [8] 

In the research of decision trees, major breakthroughs have been made in handling large amounts of 
features and data, enabling efficient classification and prediction. For example, decision trees can 
analyze various transaction attributes such as transaction amount, location, time, and user behavior. By 
training models on these attributes, decision trees can identify which combinations of features are more 
likely to indicate fraudulent activity. In practical applications, many financial institutions and payment 
platforms have begun using decision tree technology for fraud detection. For instance, e-commerce 
platforms like Amazon employ decision tree technology to protect both buyers and sellers. By analyzing 
users' browsing and purchase history, payment methods, and return behaviors, decision tree models can 
effectively identify potential fraudulent orders and take appropriate actions, such as temporarily freezing 
the transaction or conducting a manual review. 

Similarly, credit card companies like Visa and MasterCard utilize decision tree technology to prevent 
fraudulent activities. These companies analyze historical transaction data to train decision tree models 
that can identify unusual transactions. Like Figure 5, if the system detects that a user's transaction 
location suddenly changes from one country to another and the transaction amount is substantial, the 
decision tree model may classify this transaction as high risk and promptly send a verification request 
to the user. 
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Figure 5. E-commerce Fraud Detection Decision Tree(Photo/Picture credit : Original) 

3.1.2.  Random Forest. During training, numerous decision trees are built using the random forest 
ensemble learning method, which then outputs the mean prediction (regression) or the mode of the 
classes (classification) for each individual tree [9]. It seeks to lower the chance of overfitting while 
enhancing forecast stability and accuracy. In order to ensure variety among the trees and strong overall 
performance, each tree in the forest takes into account a random selection of attributes and data points. 
Significant advancements have been made in the application of random forests, particularly in handling 
high-dimensional data and improving prediction accuracy. Random forests excel at managing large 
datasets with many features, as each tree in the forest is trained on a random subset of the data, which 
helps in capturing a wide range of patterns and relationships. This ensemble method is particularly 
effective in reducing variance and increasing model reliability. 

In practical applications, JPMorgan Chase utilizes random forest algorithms to analyze its vast 
transaction data to identify potential fraudulent activities. The bank's system collects various features 
for each transaction, including transaction amount, frequency, location, time, and user's historical 
behavior patterns. The random forest model is trained on these features to identify abnormal patterns. 
For instance, if a user's transaction behavior suddenly changes from low-frequency, small-amount 
transactions to high-frequency, large-amount transactions, especially occurring in locations where the 
user does not usually appear, the model may flag these transactions as high risk. The bank then conducts 
further manual reviews on these high-risk transactions or directly contacts the user for confirmation. 
This approach enables JPMorgan Chase to promptly detect and prevent potential fraud, thereby 
protecting customers' assets. 

3.2.  Deep Learning for Algorithmic Trading 
Algorithmic trading refers to the method of using computer algorithms to automatically buy and sell 
securities or other financial assets based on predetermined strategies and market conditions. It relies on 
high-speed computing and complex mathematical models to analyze market data, identify trading 
opportunities, and execute trades at the optimal times. The flowchart in Figure 6 clearly shows the basic 
working principle of algorithmic trading. Algorithmic trading uses software created by programmers to 
automate trading strategies. The software analyzes market conditions in real-time and executes trades 
quickly, reducing the workload for traders and allowing them to focus on strategy. This automation 
enhances efficiency and helps capture fast-moving market opportunities, making it a crucial tool in 
modern financial markets. Algorithmic trading can be applied to various financial markets, including 
stocks, futures, forex, and cryptocurrencies. 
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Figure 6. The process of Algorithmic Trading (Photo/Picture credit : Original) 

In the context of algorithmic trading, deep learning techniques can analyze vast amounts of historical 
and real-time market data to predict future price movements and make trading decisions. Deep learning 
models, such as CNNs and Recurrent Neural Networks (RNNs), have proven particularly effective in 
this domain. In the following text, I will focus on CNN models to illustrate how deep learning 
specifically impacts algorithmic trading. 

3.2.1.  Convolutional Neural Networks (CNNs). CNNs, initially designed for image and spatial data 
analysis [10], have been successfully adapted for time-series data and financial chart analysis. CNNs 
capture spatial hierarchies in data through their unique convolutional layers, which contain filters—
small matrices that move across the input data. Every filter is made to identify particular characteristics. 
A mathematical process known as convolution is carried out by the filters as they move across the data, 
creating a feature map that indicates the locations of features that have been identified. These layers 
apply filters to detect and learn complex patterns, such as trends and cycles in stock prices. 

For instance, in trading applications, CNNs can be used to analyze candlestick charts or other visual 
representations of stock prices. Candlestick charts are widely used in stock trading to display the open, 
high, low, and close prices over a specific period. CNNs can identify shapes and patterns in stock price 
charts that often foreshadow significant price movements. For example, a trading algorithm can be 
trained to identify a "head and shoulders" pattern, which often indicates a reversal of an uptrend. When 
the algorithm identifies this pattern in real-time trading data, it can trigger a sell order to take advantage 
of an expected price drop. Similarly, the detection of a "double bottom" pattern can foreshadow an 
upcoming price increase, prompting the algorithm to place a buy order. 

A practical application of CNNs in trading can be seen in quantitative hedge funds such as 
Renaissance Technologies and Two Sigma, which use machine learning models, including CNNs, to 
analyze large amounts of market data and identify trading opportunities. These funds use deep learning 
models like ResNet and Inception to detect complex patterns in price movements, allowing them to 
execute trades with greater accuracy and speed than traditional methods. Additionally, individual traders 
can use platforms such as MetaTrader or TradingView, which incorporate CNN-based indicators to help 
identify trading patterns. For example, traders using TradingView can use a ResNet-based plugin that 
automatically highlights potential "flag" patterns, which often indicate a continuation of a current trend, 
enabling traders to make informed decisions about entering or exiting a position. 

By leveraging CNNs' ability to detect and learn complex patterns in stock prices, algorithmic trading 
systems can identify trading opportunities with higher precision and execute trades more effectively. 
This leads to more accurate and profitable trading strategies, enhancing efficiency and profitability in 
financial markets. 
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3.3.  Computer Vision for Document Verification 
With the advancement of artificial intelligence, computer vision applications in document verification 
have emerged as a significant research focus. Each year, numerous document verification tasks 
experience inefficiencies and frequent errors due to the constraints of manual processing. These 
constraints include human fatigue, negligence, inconsistency in subjective judgment, and slow 
processing speeds, leading to prolonged verification processes and a high likelihood of errors [11]. The 
introduction of computer vision technology can markedly improve the speed and accuracy of document 
verification. Computer vision employs automated processing and precise algorithms to rapidly analyze 
and verify large volumes of documents, thereby reducing human errors and enhancing overall efficiency. 

The application of computer vision technology in document verification can be divided into two main 
parts: image processing and image analysis. Advanced image processing algorithms are used for pre-
processing document images, including denoising and enhancement, which optimize image clarity and 
contrast for further analysis. In image analysis, optical character recognition (OCR) technology 
efficiently extracts text information from document images (Figure 7). Additionally, feature extraction 
and matching algorithms identify and verify key features in documents, such as signatures, seals, and 
security watermarks. These technologies significantly improve the accuracy and speed of document 
verification. The image below effectively demonstrates how an AI model, such as LeNet-5, processes 
and recognizes handwritten digits, showcasing the practical application of computer vision in 
understanding and verifying document content. 

 
Figure 7. Optical Character Recognition (OCR) [12] 

In practical applications, banks and financial institutions employ computer vision technology to 
automate the processing of vast amounts of customer documents, thereby reducing the workload and 
error rate associated with manual reviews. For example, Citibank and Bank of America utilize computer 
vision systems to manage account opening applications, loan documents, and customer identification 
documents. These systems swiftly scan and analyze documents, extract key information, and verify 
authenticity, enhancing processing efficiency and minimizing errors. 

Moreover, government agencies leverage this technology to verify identity documents, ensuring the 
security and accuracy of the identity verification process. The U.S. Department of Homeland Security 
(DHS) uses computer vision technology to detect watermarks and security features in passports, 
ensuring the authenticity of passports and visas. Similarly, India's Aadhaar project employs computer 
vision technology to verify identity documents by scanning and matching biometric data on personal ID 
cards, guaranteeing the uniqueness and accuracy of each identity. 

The advantages in government applications include enhanced security and reduced fraud risk. By 
automating the verification process, computer vision systems can detect sophisticated forgery attempts 
that might be missed by human inspectors. This technology also improves the efficiency of the 
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verification process, allowing agencies to handle a higher volume of documents without compromising 
accuracy. 

On the downside, these systems can be vulnerable to adversarial attacks where malicious actors 
attempt to deceive the algorithm with specially crafted images. Additionally, the reliance on biometric 
data raises privacy concerns, as the collection and storage of such data must be handled with strict 
security measures to prevent unauthorized access and misuse. 

Overall, computer vision technology not only enhances the accuracy and efficiency of document 
verification but also reduces reliance on manual labor, thereby lowering operational costs. Furthermore, 
it improves system security by reducing the risk of errors caused by human factors. 

4.  Issues in the Application of AI   

4.1.  Technical Issues 
In the financial sector, AI technology is widely utilized for stock prediction, risk management, trading 
strategy optimization, and customer service. Despite the significant efficiency improvements and cost 
reductions brought by AI, its implementation still faces various technical challenges, limiting its full 
potential. Currently, data quality and acquisition issues are particularly prominent. For instance, in the 
stock market, trading data may contain noise and missing values, directly impacting the accuracy of 
model predictions. Moreover, due to privacy protection and regulatory restrictions, obtaining personal 
credit data is challenging, further hindering the training and application of credit scoring models and 
diminishing the value of AI in finance. 

Data processing and feature engineering also present significant challenges. Financial data is usually 
high-dimensional, including numerous features such as market prices, trading volumes, and economic 
indicators. For example, in quantitative trading, analysts need to extract useful features from vast 
amounts of historical trading data to construct trading strategies. Processing this high-dimensional data 
and conducting effective feature selection and dimensionality reduction are crucial for enhancing model 
performance. However, finding relevant and useful features is often very complex, requiring the 
integration of domain expertise in finance, which complicates automation. The complexity of feature 
engineering not only affects the efficiency and effectiveness of model development but also imposes 
higher demands on the model's adaptability to different market environments. 

The complexity and interpretability of models are also significant issues. The intricate and dynamic 
nature of financial markets necessitates models with high complexity and flexibility, yet overly complex 
models may lead to overfitting, reducing their ability to generalize to new data. For example, deep 
learning models used in hedge funds, while performing well on historical data, may not perform well 
under new market conditions, thus increasing investment risk. Furthermore, the decision-making 
processes of complex models are often hard to interpret, which not only affects user trust but also fails 
to meet regulatory requirements. Although complex models like deep learning offer performance 
advantages, their lack of transparency creates numerous obstacles in practical applications. 

Finally, real-time capability and computational resources are critical issues for AI in the financial 
sector. Financial markets change rapidly, requiring models to have real-time analysis and decision-
making capabilities. For instance, high-frequency trading systems demand data analysis and trading 
decisions within milliseconds, placing extremely high demands on computational resources. 
Additionally, training and running complex AI models require substantial computational and storage 
resources, posing a significant challenge for small to medium-sized financial institutions. The demand 
for high computational resources not only increases costs but also limits the broader application of AI 
technology. Data security and privacy protection are equally important; the sensitivity of financial data 
necessitates ensuring data security during storage, transmission, and processing to prevent leaks and 
tampering. For example, banks using AI for anti-money laundering detection must ensure the absolute 
security of customer data to prevent breaches and legal risks. Addressing these issues requires multi-
faceted technical support and innovation to fully unleash the potential of AI in the financial sector. 
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4.2.  Ethical and Legal Issues 
In the financial sector, AI technology offers transformative potential but also raises significant ethical 
and legal issues. Despite the efficiency and innovation AI brings, its implementation must be carefully 
managed to address these concerns. Currently, issues related to bias and fairness are particularly 
prominent. For instance, AI models used in credit scoring may inadvertently perpetuate existing biases 
present in historical data, leading to discriminatory lending practices [13]. If the historical data shows a 
trend where certain demographics, such as minority groups, have been systematically denied loans or 
given higher interest rates, the AI model trained on this data might learn to replicate these patterns. As 
a result, even if two applicants have similar financial profiles, the AI system might unfairly favor 
applicants from non-minority backgrounds while disadvantaging those from minority groups, 
perpetuating a cycle of inequality and making it harder for affected individuals to access fair credit. 
Furthermore, the opacity of AI decision-making processes complicates the identification and correction 
of such biases, undermining fairness and potentially violating anti-discrimination laws. 

There are additional difficulties with accountability and transparency. AI systems in finance 
frequently function as "black boxes," with opaque decision-making procedures. Insufficient 
transparency may result in a deficiency of responsibility, as it becomes challenging to assign blame for 
incorrect or detrimental judgments made by AI [14]. For example, it might be difficult to determine who 
is responsible and what options are available to impacted parties when an AI system wrongly rejects a 
loan application. In order to maintain responsibility and confidence, regulatory agencies are putting 
more and more pressure on AI systems to be open and to justify their decision-making procedures. 

Lastly, the regulatory landscape for AI in finance is still evolving, creating legal uncertainties. 
Financial institutions must navigate a complex and rapidly changing regulatory environment that varies 
by region and jurisdiction. For example, the introduction of new AI-specific regulations or amendments 
to existing financial regulations can impact how AI systems are developed and deployed. Ensuring 
compliance with these evolving regulations requires significant resources and ongoing monitoring. 
Moreover, the lack of standardized regulations can lead to inconsistencies in AI governance, further 
complicating legal compliance and risk management. 

5.  Countermeasures and Recommendations 

5.1.  Technological Improvements and Innovations 
To address data quality and acquisition issues, implementing effective data cleaning and preprocessing 
strategies, such as noise removal and missing value imputation, will ensure high-quality input data, 
thereby improving the accuracy of model predictions. Additionally, using data augmentation and 
synthesis techniques, such as Generative Adversarial Networks (GANs), can generate more high-quality 
training data, especially when personal credit data is limited, thus enhancing model performance. By 
implementing these strategies, noise and missing values in trading data will be effectively addressed, 
significantly improving data integrity and reliability, and consequently, model prediction accuracy. For 
the privacy and regulatory constraints on personal credit data, data augmentation techniques will provide 
an effective solution, ensuring that the model still receives sufficient training data under privacy 
protection conditions. 

In data processing and feature engineering, the use of automated feature engineering can simplify the 
feature selection and engineering process, improve efficiency, and save time and resources. Encouraging 
close collaboration between financial experts and data scientists to extract and construct meaningful 
features will significantly enhance the model's applicability and stability. By implementing these 
measures, handling high-dimensional financial data will become more efficient, reducing the complexity 
of feature engineering, and significantly improving the efficiency and adaptability of model 
development. Particularly in quantitative trading, effective feature engineering will greatly improve the 
speed and quality of constructing trading strategies, enhancing the model's adaptability to different 
market environments. 
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To address model complexity and interpretability issues, using model simplification and 
regularization techniques can prevent overfitting and improve the model's generalization ability on new 
data. For example, regularization techniques can reduce model complexity, thereby enhancing its 
stability and reliability. Adopting interpretable models such as decision trees and linear regression, or 
using model interpretation tools like LIME and SHAP, can increase model transparency and meet 
regulatory requirements. By implementing these strategies, overfitting issues will be mitigated, the 
model's generalization ability will improve, and the transparency and interpretability of the model will 
be enhanced, addressing user trust and compliance issues. In applications like hedge funds, this will 
effectively reduce investment risk and improve model performance under new market conditions. 

To tackle real-time capability and computational resources issues, developing and adopting efficient 
algorithms and optimization techniques can improve model computational efficiency, meeting the needs 
for real-time analysis and decision-making. For example, in high-frequency trading systems, fast 
algorithms can significantly enhance the speed of trading decisions. Utilizing cloud computing and edge 
computing technologies can provide powerful computing and storage resources, reducing the cost 
burden for small to medium-sized financial institutions while ensuring data security. By implementing 
these measures, the challenges posed by rapid changes in financial markets will be effectively addressed, 
the real-time requirements of high-frequency trading systems will be met, the pressure on computational 
resources will be greatly reduced, and data security will be ensured. This will make the training and 
operation of complex AI models more feasible and support the broader application of AI technology in 
more financial institutions. 

5.2.  Formulation of Relevant Regulations and Ethical Standards 
To address bias and fairness issues, conducting data audits and ensuring diversity in training data before 
model training is crucial to prevent the perpetuation of historical biases. Introducing fairness evaluation 
standards, such as Demographic Parity and Equal Opportunity, can help correct biases during the model 
training process, ensuring model fairness. Demographic Parity requires that the distribution of the 
model's predictions be similar across different groups, meaning that the probability of a specific 
prediction (such as loan approval) should be the same for different groups (e.g., gender, race). Equal 
Opportunity focuses on the fairness of the model on true positive cases, ensuring that, in cases where a 
positive prediction is truly warranted, the probability of receiving a positive prediction is the same across 
different groups. By implementing these evaluation standards, the fairness of the model can be 
quantified, biases can be identified and corrected, ensuring that AI systems in financial applications do 
not lead to discriminatory practices, thus enhancing their ethical deployment. 

To tackle transparency and accountability issues, using interpretability tools like LIME and SHAP 
can enhance model transparency, ensuring that decision-making processes are understandable and 
auditable. LIME (Local Interpretable Model-agnostic Explanations) is a model-agnostic explanation 
method that perturbs the input data locally, generates multiple similar data points, and observes how 
these perturbations affect the prediction results. This helps in constructing a simple, interpretable model 
that approximates the behavior of the complex model locally. LIME helps users understand the reasons 
behind specific predictions and reveals which features the model is sensitive to. SHAP (SHapley 
Additive exPlanations) is based on the Shapley value from cooperative game theory. It considers all 
possible combinations of features and their contributions to the prediction, calculating the marginal 
contribution of each feature. SHAP values provide a consistent measure of feature importance, 
explaining both global and local model behavior. By using these tools, the decision-making processes 
of AI models will become more transparent, increasing user trust and meeting regulatory requirements. 
This ensures that developers and users are accountable for model decisions and can provide effective 
remedies in case of errors or harm. 

To address regulatory uncertainty issues, establishing a dedicated compliance team to continuously 
monitor and assess changes in relevant laws and regulations is vital to ensure that AI systems' 
development and deployment comply with the latest regulatory requirements. Additionally, 
participating in international and regional AI governance collaborations to promote the unification of 
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AI regulations and standards will reduce compliance difficulties caused by regulatory discrepancies. By 
implementing these measures, financial institutions can navigate the complex and evolving regulatory 
landscape more effectively, ensuring that their AI systems remain compliant and reducing the risks 
associated with legal uncertainties. 

6.  Conclusion  
This research has examined the application of AI in the financial sector, focusing on its current uses, 
existing challenges, and potential solutions. The findings highlight the significant benefits of AI in 
enhancing efficiency, accuracy, and decision-making processes within financial institutions. Through 
effective data cleaning, automated feature engineering, model simplification, and the use of 
interpretability tools like LIME and SHAP, we can significantly improve the performance and 
transparency of AI models. These improvements address critical issues such as data quality, model 
complexity, and compliance with regulatory requirements. 

The impact of this research extends beyond the immediate findings, offering valuable insights for 
improving AI applications across various sectors. For instance, the methods and solutions discussed can 
be adapted to enhance AI systems in healthcare, transportation, and manufacturing, where similar 
challenges of data quality and model interpretability exist. Additionally, the emphasis on ethical 
considerations and fairness evaluation standards provides a framework for addressing biases in AI 
models, ensuring more equitable and just applications of AI technology. 

Looking to the future, this research underscores the importance of continuous innovation and 
collaboration in the development and deployment of AI. As AI technology evolves, it is crucial to stay 
ahead of emerging challenges through adaptive regulatory frameworks and robust ethical guidelines. 
Future studies should explore the integration of AI with other advanced technologies, such as blockchain 
and quantum computing, to further enhance its capabilities and applications. By fostering a 
multidisciplinary approach, we can ensure that AI technology continues to advance, driving innovation 
and positive change across all sectors of society. 
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Abstract. This paper investigates the integration of stochastic processes and reinforcement 
learning (RL) in strategic decision support systems (SDSS) and personalized advertisement 
recommendations. Stochastic processes offer a robust framework for modeling uncertainties and 
predicting future states across various domains, while RL facilitates dynamic optimization 
through continuous interaction with the environment. The combination of these technologies 
significantly enhances decision-making accuracy and efficiency, yielding substantial benefits in 
industries such as financial services, healthcare, logistics, retail, and manufacturing. By 
leveraging these advanced AI techniques, businesses can develop adaptive strategies that 
respond to real-time changes and optimize outcomes. This paper delves into the theoretical 
foundations of stochastic processes and RL, explores their practical implementations, and 
presents case studies that demonstrate their effectiveness. Furthermore, it addresses the 
computational complexity and ethical considerations related to these technologies, providing 
comprehensive insights into their potential and challenges. The findings highlight the 
transformative impact of integrating stochastic processes and RL in contemporary decision-
making frameworks. 

Keywords: Stochastic processes, reinforcement learning, strategic decision support systems, 
personalized advertisement recommendations 

1.  Introduction 
The advent of artificial intelligence (AI) and machine learning (ML) has transformed numerous 
industries by enabling more accurate predictions, optimized decision-making, and personalized user 
experiences. Among various AI techniques, stochastic processes and reinforcement learning (RL) have 
emerged as powerful tools for strategic planning and decision support. Stochastic processes incorporate 
randomness into mathematical models, allowing for the prediction and analysis of systems that evolve 
over time. This capability is particularly valuable in environments characterized by uncertainty and 
variability, such as financial markets, supply chains, and healthcare. Reinforcement learning focuses on 
how agents can learn to make optimal decisions through interactions with their environment, 
maximizing cumulative rewards. By combining these two approaches, organizations can develop 
adaptive decision-making frameworks that are resilient to changes and capable of optimizing outcomes 
in real time. The integration of stochastic processes and RL offers a compelling solution to the 
complexities of modern strategic decision-making. In financial services, stochastic models can forecast 
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market trends while RL algorithms optimize trading strategies to maximize returns. In logistics, these 
technologies can predict traffic patterns and dynamically adjust routing and scheduling, reducing 
operational costs and improving service delivery. Healthcare applications include patient outcome 
prediction and treatment plan optimization, enhancing personalized care and improving patient 
outcomes [1]. Retailers leverage these AI techniques for demand forecasting and inventory management, 
leading to increased sales and optimized stock levels. In manufacturing, predictive maintenance systems 
use stochastic models and RL to anticipate equipment failures and schedule timely repairs, minimizing 
downtime and maintenance costs. Despite their potential, the adoption of stochastic processes and RL 
faces challenges such as computational complexity, data quality, and ethical considerations, which must 
be addressed to fully realize the benefits of these technologies.  

2.  Theoretical Foundations 

2.1.  Stochastic Processes in Decision Support 
Stochastic processes are mathematical models that incorporate randomness and are used to predict and 
analyze systems that evolve over time. In the context of decision support, these processes enable the 
modeling of uncertainties and variabilities inherent in strategic planning. For instance, in supply chain 
management, stochastic models can forecast demand fluctuations, helping businesses to optimize 
inventory levels and minimize costs. By incorporating random variables and probabilistic distributions, 
organizations can develop more resilient strategies that account for potential risks and uncertainties, 
ultimately leading to better-informed decisions. These models are also essential in financial risk 
management, where they help in assessing the volatility of asset prices and the likelihood of various 
economic scenarios. The use of stochastic processes in these areas ensures that decisions are based on a 
comprehensive analysis of possible outcomes, reducing the impact of unforeseen events. Figure 1 
illustrates the impact of stochastic processes in decision support for supply chain management and 
financial risk management [2]. 

 
Figure 1. Impact Of Stochastic Processes In Decision Support 

2.2.  Reinforcement Learning Mechanisms 
Reinforcement learning (RL) is a dynamic area of AI that focuses on how agents ought to take actions 
in an environment to maximize cumulative rewards. In RL, agents learn to make decisions by interacting 
with their environment, receiving feedback in the form of rewards or penalties. This learning paradigm 
is particularly effective in scenarios where the optimal strategy is not immediately obvious and must be 
discovered through exploration. For example, in automated trading systems, RL algorithms can learn to 
adjust trading strategies based on market conditions, thereby maximizing profits. The ability of RL to 
adapt and optimize decision-making processes in real-time makes it a powerful tool for strategic 
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planning. Furthermore, RL has applications in robotics, where it enables machines to learn complex 
tasks through trial and error, improving their performance over time. The flexibility and adaptability of 
RL make it suitable for a wide range of applications, from game playing to industrial automation [3]. 
One fundamental equation in RL is the Bellman equation, which is central to many RL algorithms: 

𝑄𝜋(𝑠, 𝑎) = 𝐸𝜋[𝑟𝑡 + 𝛾 ∙ 𝑄𝜋(𝑠𝑡+1, 𝑎𝑡+1)|𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎] (1) 
Where: 
𝑄𝜋(𝑠,𝑎) is the action-value function, representing the expected return (sum of rewards) after taking 

action 𝑎a in state 𝑠s and following policy 𝜋. 𝑟𝑡 is the reward received after taking action 𝑎a in state 𝑠s. 
𝛾 is the discount factor, which determines the importance of future rewards ( 0≤γ≤1 ). 𝑠𝑡+1 and 𝑎𝑡+1 
are the state and action at the next time step. The Bellman equation can be used to iteratively improve 
the policy 𝜋 by updating the action-value function 𝑄. This iterative process is a key mechanism in RL 
algorithms like Q-learning and Deep Q-Networks (DQN). 

2.3.  Synergy Between Stochastic Processes and RL 
The integration of stochastic processes and reinforcement learning creates a powerful synergy for 
decision support systems. Stochastic processes provide a structured way to model uncertainties and 
predict outcomes, while RL algorithms utilize these models to learn and optimize strategies over time. 
This combination allows for the development of adaptive decision-making frameworks that can respond 
to changing conditions and uncertainties. For instance, in personalized advertisement recommendation, 
stochastic models can predict user behavior patterns, and RL can adjust ad placements based on these 
predictions to enhance user engagement and conversion rates [4]. This synergy is also evident in 
healthcare, where predictive models can anticipate patient outcomes, and RL can optimize treatment 
plans based on these predictions. By combining these approaches, organizations can achieve a higher 
level of precision and efficiency in their decision-making processes, leading to improved outcomes and 
greater operational effectiveness. 

3.  Practical Implementations 

3.1.  Strategic Decision Support Systems 

Table 1. Strategic Decision Support Systems (SDSS) applications 

Industry Application Stochastic Model Reinforcement 
Learning Benefits 

Financial 
Services 

Market trend 
forecasting and 
trading strategy 
development 

ARIMA, GARCH Q-learning, Deep 
Q Networks 

Maximized returns, 
reduced financial risk 

Logistics 

Routing and 
scheduling 
optimization based on 
traffic predictions 

Poisson Process, 
Markov Chains 

Policy Gradient 
Methods, Actor-
Critic Models 

Reduced operational 
costs, improved 
service delivery 

Healthcare 

Patient outcome 
prediction and 
treatment plan 
optimization 

Bayesian 
Networks, Hidden 
Markov Models 

Deep Q Networks, 
Actor-Critic 
Methods 

Personalized treatment 
plans, improved 
patient outcomes 

Retail 
Demand forecasting 
and inventory 
management 

Exponential 
Smoothing, Monte 
Carlo Simulation 

Multi-Armed 
Bandit, Deep Q 
Networks 

Optimized inventory 
levels, increased sales 

Manufactu
ring 

Predictive 
maintenance and 
repair scheduling 

Weibull 
Distribution, 
Gamma Process 

Deep Q Networks, 
Policy Gradient 
Methods 

Reduced downtime, 
lower maintenance 
costs 
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Strategic decision support systems (SDSS) leverage AI technologies to assist organizations in making 
informed decisions. By integrating stochastic processes and RL, these systems can analyze vast amounts 
of data, identify trends, and optimize decision-making strategies. For example, in financial services, 
SDSS can use stochastic models to forecast market trends and RL to develop trading strategies that 
maximize returns. The combination of these technologies enables businesses to navigate complex 
environments with greater confidence, making more accurate and strategic decisions. In logistics, SDSS 
can optimize routing and scheduling by predicting traffic patterns and adjusting plans in real-time. This 
results in reduced operational costs and improved service delivery. The versatility of SDSS in various 
industries underscores its importance as a tool for enhancing organizational performance and 
competitiveness [5]. Table 1 includes various industries, their respective applications, the stochastic 
models and reinforcement learning methods used, and the benefits gained from implementing these 
systems. 

3.2.  Personalized Advertisement Recommendations 
Personalized advertisement recommendation systems aim to deliver tailored ad content to individual 
users based on their preferences and behavior. By utilizing stochastic processes to model user 
interactions and RL to optimize ad placements, these systems can significantly enhance ad relevance 
and user engagement. For instance, e-commerce platforms can use stochastic models to predict user 
purchase patterns and RL algorithms to recommend products that align with these patterns. This 
personalized approach not only improves user experience but also increases the likelihood of conversion, 
making advertising efforts more effective [6]. Additionally, in streaming services, personalized 
recommendations can enhance viewer satisfaction by suggesting content that aligns with their viewing 
history and preferences. This leads to increased user retention and engagement, driving higher revenue 
for the service providers. The ability to deliver highly relevant content is a key advantage of personalized 
recommendation systems, making them an essential component of modern marketing strategies. 

3.3.  Case Studies in Industry 
The practical application of stochastic processes and reinforcement learning (RL) has led to significant 
advancements across various industries. In the financial sector, a leading investment firm implemented 
an SDSS that combined ARIMA models for market trend forecasting with Deep Q Networks (DQN) for 
trading strategy optimization. This integration reduced financial risks and enhanced trading performance. 
In logistics, a global company adopted an SDSS using Poisson processes for traffic prediction and Policy 
Gradient Methods for dynamic routing and scheduling, resulting in lower operational costs and 
improved service delivery. In healthcare, a hospital network utilized Bayesian Networks and Actor-
Critic Methods to predict patient outcomes and optimize treatment plans, leading to better patient care. 
A prominent retail chain used Exponential Smoothing models and Multi-Armed Bandit algorithms for 
demand forecasting and inventory management, increasing sales and reducing stockouts. In 
manufacturing, a predictive maintenance system employing Weibull Distribution models and Deep Q 
Networks minimized downtime and maintenance costs by accurately predicting equipment failures and 
scheduling timely repairs [7]. These case studies demonstrate the versatility and effectiveness of 
integrating stochastic processes and RL in various industries, driving innovation, efficiency, and 
improved decision-making. 

4.  Challenges and Limitations 

4.1.  Computational Complexity 
One of the primary challenges associated with implementing stochastic processes and RL is the 
computational complexity involved. Both technologies require significant computational resources to 
process large datasets and perform complex calculations. This complexity can be a barrier to adoption, 
particularly for smaller organizations with limited resources. Additionally, the need for specialized 
expertise to develop and maintain these systems further complicates their implementation. Addressing 
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these challenges requires advancements in computational efficiency and the development of user-
friendly tools that can simplify the adoption process. High-performance computing infrastructure and 
cloud-based solutions can mitigate some of these challenges, providing scalable resources for 
organizations to leverage these advanced AI techniques [8]. Continuous research and development in 
this area are essential to making these technologies more accessible and practical for widespread use. 
Table 2 provides a concise overview of the challenges and solutions related to computational complexity 
in the context of stochastic processes and RL, highlighting the benefits of addressing these challenges. 

Table 2. Computational Complexity Challenges And Solutions 

Challenge Impact Solution Benefits 

High Computational 
Requirements 

Increased operational 
costs 

High-performance 
computing 
infrastructure 

Reduced costs, faster 
processing 

Large Dataset 
Processing Long processing times Efficient data 

processing algorithms 
Timely data analysis, 
enhanced performance 

Complex Calculations 
High error rates 
without precise 
calculations 

Advanced 
mathematical 
techniques 

Accurate results, 
improved decision 
making 

Need for Specialized 
Expertise 

Difficulty in system 
development and 
maintenance 

User-friendly 
development tools 

Simplified 
development, easier 
maintenance 

Resource Limitations 
for Smaller 
Organizations 

Barrier to adoption Cloud-based scalable 
resources 

Access to advanced AI 
techniques, increased 
adoption 

4.2.  Data Quality and Availability 
The effectiveness of stochastic processes and RL heavily depends on the quality and availability of data. 
Inaccurate or incomplete data can lead to suboptimal models and flawed decision-making processes. 
Ensuring data integrity and access to relevant datasets is crucial for the successful implementation of 
these technologies. Furthermore, the dynamic nature of real-world environments means that data must 
be continuously updated to reflect current conditions. Organizations must establish robust data 
management practices and invest in data acquisition and maintenance to overcome these challenges [9]. 
Data governance frameworks and advanced data cleaning techniques can enhance data quality, ensuring 
that AI models are built on reliable and accurate information. Collaboration with data providers and the 
development of industry-specific data standards can also improve data availability, supporting the 
effective use of AI technologies. 

4.3.  Ethical and Privacy Concerns 
The use of AI technologies in decision support and personalized advertising raises ethical and privacy 
concerns. The collection and analysis of user data for personalized recommendations can infringe on 
privacy rights, and biased algorithms can lead to unfair or discriminatory outcomes. Ensuring 
transparency, fairness, and accountability in AI systems is essential to addressing these concerns. 
Organizations must implement ethical guidelines and comply with regulatory standards to protect user 
privacy and promote the responsible use of AI technologies. Ethical AI practices involve designing 
algorithms that are explainable and auditable, allowing stakeholders to understand and trust the decision-
making processes [10]. Regular audits and impact assessments can help identify and mitigate potential 
biases, ensuring that AI systems operate fairly and ethically. By prioritizing ethical considerations, 
organizations can build trust with users and create AI systems that benefit society as a whole.  
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5.  Conclusion 
The integration of stochastic processes and reinforcement learning in strategic decision support systems 
and personalized advertisement recommendations has the potential to revolutionize traditional business 
practices. By modeling uncertainties and optimizing decision-making processes in real time, these 
technologies enhance organizational performance, reduce costs, and improve service delivery. Case 
studies across various industries demonstrate the practical benefits and versatility of these AI techniques, 
showcasing their ability to drive innovation and efficiency. However, challenges such as computational 
complexity, data quality, and ethical considerations must be addressed to ensure successful 
implementation. Enhancing computational efficiency, improving data management practices, and 
developing robust ethical AI guidelines are essential steps towards making these technologies more 
accessible and practical for widespread use. Looking to the future, advancements in quantum computing, 
more sophisticated algorithms, and enhanced data processing capabilities promise to further amplify the 
impact of stochastic processes and RL. Additionally, interdisciplinary collaboration will be crucial in 
overcoming current limitations and exploring new applications. As research and development in this 
field continue to evolve, the potential for these technologies to achieve even greater precision and 
efficiency in decision-making frameworks is vast. Embracing these advancements will enable 
organizations to stay competitive and innovative in an increasingly complex and dynamic environment. 
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Abstract. In the era of the Internet, all people's behaviors on the Internet will be stored in the 
server in the form of data, which leads to the image level growth of data today. In the context of 
big data, how to effectively analyze various existing data to obtain the necessary information is 
an urgent challenge that various industries need to overcome. Recommendation algorithms are 
one of them, mainly using existing data to recommend information of interest to users. In 
traditional recommendation algorithms, collaborative filtering recommendation algorithms 
encounter difficulties such as cold start and data sparsity. In order to better explore data features, 
deep learning algorithms have begun to be applied. Recurrent neural networks can not only learn 
input data but also perform self-learning, which can better extract features between data and 
improve the accuracy of recommendations. However, the information that users are interested in 
is greatly influenced by time, in order to improve the accuracy of recommendations. This study 
investigates the recursive neural network recommendation algorithm with added time series, and 
experiments have shown that this recommendation algorithm can indeed improve the accuracy 
of recommendations more accurately. 

Keywords: Recurrent neural network, Time series, Recommendation algorithm, Deep learning. 

1.  Introduction 
With the in-depth development of information technology, the Internet has brought more and more 
convenience to our lives. At the same time, all operations on the Internet will be stored in the form of 
data, so the amount of data generated is also increasing exponentially. Behind such a vast amount of 
data, how to make good use of it and extract useful information through the data is also a topic that 
needs further research, such as the birth of recommendation algorithms to quickly recommend items of 
interest to users. The traditional recommendation algorithm is best known for collaborative filtering. In 
order to improve the accuracy of recommendations, scholars have made various improvements to the 
recommendation algorithm. Although it can effectively improve accuracy and solve some challenges 
such as insufficient data in the initial stage, there are still many challenges waiting to be overcome. In 
2010, deep learning was promoted, and it belongs to a new type of computing model in the field of 
artificial intelligence[1]. It has become familiar to people and has been effectively used in practical 
scenarios and results, achieving good results in image and speech processing. Due to its excellent feature 
learning and data processing capabilities, deep learning can analyze the connections between data at a 
deeper level. Therefore, since the 2016 seminar on recommendation algorithms based on deep learning, 
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many experts and scholars have also conducted research on recommendation algorithms from the 
perspective of deep learning[2]. 

Lingyuan Dou proposed a collaborative filtering recommendation algorithm that integrates label 
features and temporal context[3]. This algorithm utilizes the correlation between information to reveal 
the relationship between individuals and objects and embeds it into neighbor based methods; In this way, 
the difficulties of information cold start in traditional recommendation systems can be successfully 
solved, thereby improving their accuracy level. However, how to incorporate time and situational factors 
into this algorithm is a tricky issue: as individual preferences and tendencies undergo variable changes 
over time. However, the introduction of temporal context is a complex issue, as user interests and 
preferences are dynamically changing over time. The paper mentions considering the temporal context 
factor of user ratings, but accurately capturing and utilizing this dynamic change remains a challenge. 
In addition, the impact of different time scales (such as days, weeks, months, etc.) on recommendation 
results may also vary, and further research is needed. Sun Guangfu proposed a collaborative filtering 
recommendation algorithm based on temporal behavior in his research, and developed a collaborative 
filtering recommendation method based on temporal behavior under this architecture[4]. This novel 
method aims to extract structured connections from the temporal consumption data of users and products, 
thereby establishing new associations between them. Compared to traditional collaborative filtering 
techniques, this method focuses more on analyzing the consumption time of users and products, in order 
to reveal their mutual influence. This method helps to solve the problem of interest drift and can better 
capture the dynamic preference changes of users. This algorithm has also been tested on the Douban 
recommendation dataset, and the results show that compared to traditional social network information 
and tag information recommendation methods, it can more accurately predict the true rating of users, 
thereby improving the accuracy of recommendations. However, this algorithm faces sparsity in 
consumer network graphs and cold start issues for users and products. These issues may affect the 
accuracy and efficiency of recommendation systems, especially when new customers or services are 
incorporated into this framework; Due to insufficient data interaction information as a basic support, 
conventional methods are difficult to provide useful solutions. To overcome this problem, Deng Cunbin 
proposed a novel strategy that integrates dynamic collaborative filtering and deep learning methods: by 
introducing time factors and utilizing deep learning to deal with problems that exist in ordinary patterns 
such as insufficient information, initial uncertainty, and the inability to consider differences in consumer 
demand that arise with time and environmental changes[5]. This algorithm utilizes dynamic 
collaborative filtering algorithm to integrate temporal features, and then uses higher-level machine 
intelligence technology to extract more relevant attributes in order to enhance its performance ability. 
Specifically, they used two algorithms, CNN and MLP, to obtain deep level representation features. 
Secondly, the dynamic collaborative filtering algorithm and deep learning model were combined to form 
a hybrid recommendation algorithm, and the rating prediction function and loss function of the dynamic 
collaborative filtering algorithm were improved. Finally, experiments on the MovieLens dataset have 
demonstrated that this method improves the accuracy of movie rating prediction. However, this 
algorithm integrates multiple models and technologies, including dynamic collaborative filtering, 
convolutional neural networks (CNN), and multi-layer perceptrons (MLP), and its structure may be 
relatively complex, resulting in reduced interpretability of the algorithm. In practical applications, this 
may affect the user's understanding and trust in the recommendation results. This study constructs a time 
series recurrent neural network recommendation algorithm based on previous literature discussions. 
This algorithm mainly identifies the user's points of interest in the time series and uses deep learning 
techniques to train the user's features, thereby improving the accuracy of recommendations. 

2.  Introduction to Recurrent Neural Networks 
Recurrent neural network is a deep learning model that captures temporal dynamics by introducing a 
cyclic structure when processing sequential data[6]. This type of network can store previously inputted 
information and combine it with the current input for prediction or classification. RNN is different from 
traditional feedforward neural networks in that it has internal state or memory capabilities, which enable 
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it to process long time series and adapt to time changes. The core feature of recursive neural networks 
is the cyclic connections of their hidden layers. This architecture indicates that the formation of network 
output is not only dependent on the data input of the existing input layer, but also influenced by the data 
loop input of the previous hidden layer and system conditions. Therefore, this feature makes it very 
suitable for performing complex tasks that require consideration of time, such as voice recognition, text 
generation, or automatic decoding. During the training phase, RNN uses backpropagation algorithm 
(BPTT) to adjust and optimize parameters[7]. However, due to issues such as vanishing gradients or 
exploding data, standardized RNNs may pose challenges for long-term information transmission. To 
overcome this challenge, scholars have developed many improved versions of RNNs, such as LSTM 
and GRU, which introduce a technology called "gated loop unit" to effectively manage information flow 
and more accurately distinguish factors that affect the future. In summary, recurrent neural networks are 
a powerful tool for deep learning, especially effective for tasks that require consideration of time series. 
By introducing a loop structure and an improved gating mechanism, RNN can effectively capture 
temporal dynamics and solve long-term dependency problems[8].A recursive neural network consists 
of three parts: input layer, hidden layer, and output layer, as shown in Figure 1. The input layer receives 
external sequence data such as text, audio, or video as input. The hidden layer is a crucial part of RNN, 
which combines the current information with the previous information through cyclic connections. This 
loop connection allows the hidden layer to maintain memory of past information and consider this 
information when processing current input. The output layer is responsible for transmitting the processed 
results to the next time step or for the final prediction or classification task.  

 
Figure 1. RNN Network Structure Diagram 

Recurrent neural networks have significant advantages in recommendation algorithms due to their 
unique ability to process temporal data, bringing revolutionary improvements to recommendation 
algorithms. This network structure is particularly suitable for processing sequential data and can capture 
the dynamic characteristics of user behavior and preferences over time. By introducing a time dimension, 
RNN can better understand users' long-term interests and short-term behavior patterns, thereby 
providing more personalized and accurate recommendation content.  

3.  Model building 
The traditional collaborative filtering recommendation algorithm is mainly based on the user's past 
behavior records, and generates recommendation results by calculating the similarity between users or 
items[9]. This algorithm relies on common interests among users, and when the number of users is large 
and their interests are widely distributed, the recommendation effect may be affected to some extent. 
The recursive neural network recommendation algorithm is a deep learning model that can capture 
sequential information of user behavior, thereby better understanding users' long-term interests and 
short-term preferences[10]. By learning recursive neural networks, it is possible to more accurately 
predict the future behavior of users. So improving traditional recommendation algorithms combined 
with deep learning techniques can achieve better recommendation results. In this project, a recursive 
neural network based on time series will also be used to establish a recommendation algorithm model. 
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In this project, the method of time series modeling will be used to design a recommendation algorithm 
model that integrates time series analysis and recurrent neural network technology. This model can 
effectively analyze the trend of user behavior over time, thereby improving the personalization and 
accuracy of recommendation services. In recommendation systems, time series data reflects the 
evolution process of user behavior, such as purchasing, browsing, or rating. By analyzing the changes 
of these data over time, it is possible to reveal user preference patterns and interest trends. However, 
traditional recommendation algorithms often overlook the time factor, resulting in a lack of timeliness 
and adaptability in recommendation results. To overcome this limitation, a time series based recurrent 
neural network is introduced into recommendation algorithms. Recurrent neural networks (RNNs) are 
particularly suitable for processing sequential data because they have memory capabilities and can retain 
previous information to influence current decisions. This enables RNN to effectively learn the temporal 
dependence of user behavior. 

 
Figure 2. Recurrent neural network construction recommendation algorithm model  

4.  Experimental design 
This project uses open-source data provided by Alibaba Algorithm Competition as the dataset, which 
consists of two tables: one is the operation data of all users on a certain e-commerce website within a 
month, and the other is the product information data. Both tables have undergone data desensitization 
processing. Before conducting the experiment, we first need to clean the data. Firstly, we process the 
user operation data table, such as adding operation labels based on user behavior such as bookmarking, 
commenting, adding shopping carts, etc; Add a time series to the data based on its timestamp; Eliminate 
suspicious data with a significant amount of operations. 

In classic collaborative filtering recommendation systems, the first step is to calculate the similarity 
between users, which can be achieved by calculating cosine similarity, correlation similarity, and 
corrected cosine similarity. Next, the target user's rating on the item is predicted based on the rating of 
the nearest neighbor user. Finally, the highest rated item is fed back to the user as the recommendation 
result. For example, if user A likes items 1, 2, and 3, user B likes items 1 and 3, and user C likes items 
1 and 4, then we would assume that user A and user C are similar users, while user B did not choose 
item 2. Therefore, we can recommend item 2 to user B. 
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Figure 3. Collaborative filtering recommendation 

The similarity of feature vectors for items is calculated using the formula:  

𝑤ij =
∑ 1

log(1 + 𝑁(𝑢))𝑢∈𝑁(𝑖)∩𝑁(𝑗)

√|𝑁(𝑖)| × |𝑁(𝑗)|
(1) 

Among them, represents the item similarity between item i and item j.  
When calculating a set of similar items, we used the heap sorting method to select a set of k items 

that are the same as the target item. The specific calculation formula is: 
 

𝑆(𝑢,𝐾) = max{𝑣1,𝑣2,…., 𝑣𝑛} (2) 
 

In this experiment, U={ 1u , 2u ,..., nu }To represent the user set, use V={  1v ,  2v ,...,  nv }Representing 
user operation data, we can use conditional probability to predict the probability that an item may be 
recommended: 

P( 1321n ,...,,|v −nvvvv )                                  (3) 
 
But as mentioned earlier, a person's interests and hobbies are greatly influenced by time, so the degree 

to which an item is loved cannot be predicted solely by the nearest neighbor conditional probability. The 
preferences of users during a certain time period are generally greatly influenced by recent preferences. 
In order to more accurately predict user preferences, we have improved formula 3:  

 
P( mnnnmnn vvvv ++−− ,...,,,...,|v 11 )                                             (4) 

 
Mid term m is the time parameter we define, which means that when we want to calculate the 

neighboring items of a certain item, we only need to refer to the items within the last 2m time period. 
Under these conditions, we can predict the probabilities of consumers clicking on products and within 
2 meters, and then use sorting algorithms to determine the items with a click probability of TOP-N. 

After understanding the reasoning foundation of the algorithm, we will continue to establish a 
collaborative filtering suggestion pattern and a Time Recurrent Neural Network (RNN) modeling 
approach based on temporal information. For this RNN model, it consists of three parts: input module, 
implicit module, and output module. In this model, the input data consists of two types of elements 
included in our dataset: product behavior data and product attribute data. At the same time, we will 
convert these data into time series form according to the order in which customer behavior occurs. After 

ijw
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processing the input layer and the previous hidden layer through the hidden layer, the data is passed into 
the output layer, as shown in Figure 4. 

 
Figure 4. Recurrent neural network model  

To confirm the accuracy of this algorithm, we used the publicly available version of the Alibaba 
recommendation algorithm competition data as our test sample and compared the time-based recursive 
neural network recommendation method with the traditional collaborative filtering recommendation 
method based on products. After the experiment, we obtained the following results: the prediction 
accuracy, recall, and user coverage of the algorithm all performed well. Through the experiment, we 
obtained the following data:  

Table 1. Comparison of Recommended Results  

algorithm  Prediction 
accuracy  

Accuracy  recall  User coverage 

Collaborative 
filtering of items  

10.7%  43.3%  14.5%  93.7%  

Time series 
recurrent neural 
network model  

42.2%  38%  7.6%  87.2%  
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Figure 5. Recommendation Results 

From the experiment, it can be seen that the recursive neural network model based on time series 
significantly outperforms traditional collaborative filtering recommendation algorithms in terms of 
recommendation accuracy. This also indicates that time series based recommendation algorithms have 
strong time feature extraction capabilities, and can to some extent calculate user interest preferences 
based on time when making user preference recommendations.  

5.  Conclusion 
With the rapid development of Internet technology, personalized recommendation systems have been 
widely used in various fields. Traditional recommendation algorithms mainly rely on user's historical 
behavioral data, such as ratings, purchase records, etc. However, these data often overlook the time 
series characteristics of user behavior. In fact, user interests and needs change over time, so 
recommendation algorithms that consider time series characteristics have higher practical application 
value. Recurrent neural networks, as a deep learning model for processing sequential data, can capture 
potential patterns in time series, providing new ideas for building more accurate recommendation 
algorithms. Future research can improve and optimize existing models from the following aspects: firstly, 
research more efficient training algorithms and network structures to reduce computational burden and 
improve training speed. Secondly, explore model regularization and optimization strategies to enhance 
the model's robustness to noisy data and improve its generalization ability. Once again, conduct more 
research on the characteristics of time series in order to better understand the impact of different types 
of data on model performance. Finally, research how to combine RNN with other types of deep learning 
models, such as Convolutional Neural Networks (CNN) or Transformers, in order to discover new 
breakthroughs. 
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Abstract. This article explores the application of machine learning techniques, specifically 
focusing on ensemble methods like Random Forests, for detecting fraudulent activities in digital 
financial transactions. Highlighting the evolution from traditional statistical approaches to 
modern machine learning models, it underscores the effectiveness of Random Forests in handling 
the inherent challenges of imbalanced datasets typical in fraud detection scenarios. Using a 
Kaggle dataset of credit card transactions, the study optimizes Random Forest parameters 
through rigorous parameter tuning, achieving significant improvements in model performance 
metrics such as Area Under the Curve (AUC). The findings underscore the critical role of 
machine learning in enhancing fraud detection capabilities, emphasizing the ongoing evolution 
and future potential of these methodologies in financial risk management. 

Keywords: Fraud Detection, Machine Learning, Random Forest, Financial Risk Management 

1.  Introduction 
The risk management system is a broad and complex topic involving a body of knowledge covering 
many aspects.  Its construction process is not uniform but according to different business structures for 
"targeted" shape from the perspective of industry division, standard credit card industry, cash loan 
industry, third-party payment/transaction industry, auto finance industry, and financial leasing industry.  
From the perspective of the division of the end audience, it can be divided into B end (to B) and C end 
(to C). With the continuous improvement of national policy supervision, especially in the financial 
industry, the importance of risk compliance has increased sharply.[1]Therefore, the construction of the 
risk management sub-system can be divided into risk prevention and control and risk compliance. 

The division from different angles is to focus better, but it does not mean that these are independent, 
divided states.  

Anti-fraud risk management covers customer credit and money applications for Internet revolving 
credit products.  Among them, the leading fraud prevention in the credit application process includes 
non-personal applications, false information, gang fraud, etc.  The prominent fraud cases to be prevented 
in the application of funds include account theft, account cracking, and dragging the library into the 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241541 

© 2024 The Authors.  This  is  an open access article distributed under the terms of  the Creative Commons Attribution License 4.0 
(https://creativecommons.org/licenses/by/4.0/).  

80 



 

library.  In this complex risk management environment, machine learning-driven fraud detection 
systems have become a powerful tool that can provide effective fraud prevention and control at all 
process stages and improve financial institutions' overall risk management capabilities. 

2.  Related work 

2.1.  Traditional Fraud Detection Methods 
Many foreign scholars studied fraud detection relatively early, starting in the late 1980s, and gradually 
developed various fraud detection methods.  [2-3]In the late 1980s, researchers presented a fraud 
detection case study using simple statistical techniques, one of the first attempts.  This was followed by 
another study for fraud detection using regression analysis methods, further advancing the field.  For 
credit card fraud detection in the late 1990s, a study applied distributed data mining technology to credit 
card fraud detection, significantly improving detection efficiency.  This method marks an essential 
advancement in credit card fraud detection. 

In the 21st century, credit card fraud detection methods based on cost-sensitive learning have been 
proposed.[4]This method defines a performance measure that reflects the cost of a classifier within a 
specific operating range and directly optimizes this performance measure through evolutionary 
programming to train a classifier suitable for real-world credit card fraud detection.  This innovation has 
achieved remarkable results in improving the practical application effect of the classifier.  In addition, a 
credit card fraud detection method based on the Hidden Markov model (HMM) is also proposed.  In this 
approach, the researchers simulated the sequence of operations that process credit card transactions 
using HMM.  HMM is trained on the expected behavior of the cardholder.  If HMM does not accept a 
credit card transaction received with a high enough probability, it is considered fraud.  This method uses 
serial pattern recognition technology to provide a new perspective and method for credit card fraud 
detection. 

In recent years, more studies have compared various data mining techniques to credit card fraud 
detection.  One study used three models: random forest, support vector machine, and logistic regression, 
and the results showed that random forest performed best in this process.  [5]In addition, the new method 
based on a cost-sensitive decision tree has better performance indicators such as accuracy and actual 
positive rate on a given set of problems than the existing known methods.  The method also defines a 
cost-sensitive measure for credit card fraud detection. These traditional and emerging methods have laid 
a solid foundation for fraud detection research and driven the continuous evolution and application of 
the technology. 

2.2.  Application of Machine Learning in Fraud Detection 
Because ML algorithms can learn from historical fraud patterns and identify them in future transactions, 
fraud detection using machine learning becomes possible. Machine learning algorithms are more 
efficient than humans regarding information processing speed. In addition, machine learning algorithms 
can detect complex fraud features that humans cannot. 

1.   Work faster.[6]A rules-based fraud prevention system means creating precise written rules that 
"tell" the algorithm which types of operations look normal and should be allowed and which shouldn't 
because they look suspicious. However, writing rules takes a lot of time.   Moreover, manual interactions 
in e-commerce are so dynamic that things can change significantly in days.   Here, machine learning 
fraud detection methods will come in handy to learn new patterns. 

2.   Scale.   ML methods show better performance as the data sets, they fit grow - meaning that the 
more samples of fraudulent operations they accept, the better their ability to identify fraud.   The 
principle only applies to rules-based systems if they never evolve independently.   In addition, data 
science teams should be aware of the risks of rapid model scaling.  If the model does not detect fraud 
and incorrectly flags it, this will lead to underreporting in the future. 

3.   Efficiency.   Machines can take over the repetitive work of routine tasks and human fraud analysis, 
and experts will be able to spend their time making more advanced decisions. 
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The recent emergence of cards with chips (EMV cards)[7] has helped reduce card fraud in Europe 
but not in the United States, where the elimination process for magnetic stripe cards has been prolonged. 

Furthermore, fraud models can be solved by supervised and unsupervised machine learning 
algorithms. A traditional classification algorithm is used. In the second case, we can use anomaly 
detection techniques. The use of neural networks is also effective, but it requires a lot of training data, 
with two types of data points in equal numbers: abnormal and normal. However, in the case of fraud 
detection, there is always a lack of balanced data sets. 

2.3.  Risk Management Framework 
Under the influence of big data, the financial risk may become the ignition point of the financial crisis 
at any time, and the impact and consequences of the financial crisis are tremendous, far from the specific 
measures that financial institutions can solve alone. [8]Therefore, the financial industry must implement 
measures at the early stage of financial risks to avoid financial crises. In their work, those working in 
the financial industry must ensure the security of funds in each transaction and consider its potential to 
create financial risks. The relevant personnel of financial enterprises need to keenly perceive financial 
risks, control the overall development situation when dealing with financial business, and effectively 
avoid financial risks. 

Risk management measures mainly include four aspects. First of all, enterprise risk analysis is 
conducted, transaction data in financial business is analyzed, data security is ensured, and an in-depth 
analysis of ACH transaction data is conducted. Second, the staff needs to analyze business contacts and 
fraud by identifying credit card holder information and verifying portrait, fingerprint, or personal 
information to ensure that there is no fraud. [9-10]Third, cross-account reference analysis should be 
carried out, the scope of financial business expanded, and comprehensive analysis should be conducted 
through ACH transaction data. Finally, statistics and analysis of network risks are carried out so 
counterparties can fully grasp the potential risks. The comprehensive application of these measures can 
effectively improve the risk management capabilities of financial institutions and prevent financial risks 
from evolving into financial crises. 

2.4.  Conclusion and Transition to Methodology 
Traditional fraud detection methods have laid the groundwork for current practices by employing 
statistical techniques, regression analysis, and data mining methods, achieving significant advancements 
in fraud detection efficiency. The development of cost-sensitive learning and the application of Hidden 
Markov Models (HMM) have further enhanced the detection of fraudulent activities. These methods, 
along with new approaches like the artificial immune system and feature engineering, have progressively 
improved fraud detection systems. 

Machine learning (ML) [11]has revolutionized fraud detection by offering rapid, scalable, and 
efficient solutions unlike rules-based systems, which require manual updates, ML algorithms can learn 
and adapt from historical data, identifying complex fraud patterns that are challenging for humans to 
detect. The application of ML in fraud detection ranges from supervised and unsupervised learning 
algorithms to neural networks, although challenges such as imbalanced datasets remain. 

Given the continuous evolution of fraud detection methods and the critical role of risk management, 
the next section will explore the methodology for developing a machine learning-driven fraud detection 
model. This model aims to address the complexities and dynamic nature of fraudulent activities, 
leveraging advanced ML techniques to enhance the accuracy and efficiency of fraud prevention in 
financial institutions. 

3.  Methodology 
In digital financial payments, accurately predicting user payment behavior is crucial to help financial 
institutions better understand user needs, manage risks, and optimize services. Ensemble learning is not 
a single machine learning algorithm; it integrates multiple base learners (i.e., weak learners), eventually 
forming a strong learner. [12]These base learners should have a degree of predictive accuracy and 
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diversity; that is, they differ in the learning process. Decision trees and neural networks are commonly 
used as base learners. 

3.1.  Model discussion 
Decision trees are a standard machine learning method that can generate 3-5 layers of decision trees 
based on selected specific variables to generate anti-fraud rules. A decision tree can decompose the 
complex decision process into a series of simple steps, making the decision process more intuitive and 
easier to understand. In the anti-fraud field, decision trees can be used to identify fraud, for example, to 
determine whether a transaction is authentic based on the user's behavior, transaction history, and other 
characteristics. 

1. Random forest is an ensemble learning method that makes predictions by generating many 
decision trees and taking the average of their outputs. [13-14]This approach can generate hundreds or 
thousands of trees, allowing for more non-human-controlled combinations of variables and entry 
threshold possibilities. This means that random forests can deal with complex fraud more flexibly and 
with higher recognition accuracy. 

 
Figure 1. Decision tree random forest model 

2. In the anti-fraud field, the number of samples is usually tiny, and the fraud risk of each sample is 
different. In this case, traditional machine learning methods may not accurately identify fraud due to 
insufficient data volume. Therefore, it is recommended that ensemble learning methods such as random 
forest be used to improve the accuracy of recognition. 

3.2.  Data set 
The dataset used in this study is from a Kaggle challenge focused on predicting fraudulent activities in 
credit card transactions. The "Credit Card Fraud Detection" dataset records transactions made by 
European credit cardholders in September 2013. It contains a total of 284,807 transactions, of which 
492 are fraudulent. 

This study aims to explore and compare the performance of three commonly used machine learning 
models: XGBoost, decision tree, and random forest on financial digital payment datasets. Therefore, by 
comparing the classification prediction performance of these three models on financial digital payment 
datasets, we aim to determine which model is most suitable for digital payment behavior prediction.  

This dataset is commonly used in machine learning research for fraud detection due to its imbalance 
between every day and fraudulent transactions, making it challenging yet representative of real-world 
scenarios. 

Table 1. Dataset Description 

Feature Column Description 
PCA Component 1 Description of PCA component 1 
PCA Component 2 Description of PCA component 2 
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... ... 
PCA Component 29 Description of PCA component 29 

Class Target variable indicating fraudulent (1) or normal (0) transaction 

3.2.1.1.  Notes 

 Purpose: The dataset aims to study and predict fraudulent credit card transactions to enhance the 
security of payment systems and user trust. 

 Features: The transformed dataset contains 29 principal component columns derived from PCA, 
representing linearly independent components of the original data. 

 Feature Examples: These components may encapsulate various transaction-related factors such as 
transaction amount, time, location, and other transaction details. 

By presenting the dataset characteristics in this tabular format, readers can easily grasp the structure 
and purpose of the data used in your study. This approach clarifies the use of PCA for dimensionality 
reduction and emphasizes the focus on predicting fraudulent transactions to improve financial system 
security and user confidence. 

3.2.1.2.  Prediction model 
Random forest is a very representative Bagging integration algorithm, which is strengthened based on 
Bagging. All its base learners are CART decision trees. The traditional decision tree selects the optimal 
attribute in the attribute set of the current node (assuming d attributes) when selecting partition attributes. 
However, in the decision tree of random forest, now the attribute set of each node randomly selects a 
subset of some k attributes, and then selects an optimal feature in the subset to make the left and right 
subtree division of the decision tree: 

𝑘 = log2 𝑑 (1) 
In sci-kit-learn, the classification class of Random Forest is Random Forest Classifier and the 

regression class is RandomForestRegressor. Parameters for parameter adaptation include two parts. The 
first part is the parameters of the Bagging framework. The second part is the parameters of the CART 
decision tree. 

This study focuses on optimizing the Random Forest (RF) model parameters for predicting fraudulent 
credit card transactions using the Kaggle dataset. The dataset comprises 284,807 transactions from 
September 2013, with a significant class imbalance—492 fraudulent cases and the remaining normal 
transactions. To address this imbalance, an under-sampling strategy was employed to balance the dataset 
for training. The primary objective was to enhance model performance by tuning key parameters such 
as estimators, adept, and min_samples_split. 

3.3.  Experimental design 
Initially, the RF model was trained using default parameters, achieving an initial out-of-bag (OOB) score 
and test AUC of 0.924 and 0.967, respectively. Subsequently, parameter optimization began with a grid 
search approach. First, estimators were optimized, resulting in the selection of 50 trees for improved 
performance. Next, adept was tuned to 6, followed by min_samples_split set to 5, yielding further 
improvements in AUC to 0.978 and 0.982, respectively. Integrating these optimized parameters into the 
final RF model significantly enhanced its predictive capabilities. The refined RF model with 
estimators=50, adept=6, and min_samples_split=5 achieved an OOB score of 0.933 and a test AUC of 
0.978, demonstrating notable improvements over the default settings. 

Table 1. (continued). 
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3.4.  Experimental result 

 
Figure 2. Fraud detection training results of three models 

Discussion: Take the confusion matrix of the XGBoost model as an example. 

 The first line is the transaction with an actual fraud value of 0 in the test set. It can be calculated that 
56,861 of the fraud values are 0. Of the 56,861 non-fraudulent transactions, the classifier correctly 
predicted 56,854 of them to be 0 and predicted 7 of them to be 1. This means that for 56,854 non-
fraudulent transactions, the actual churn value in the test set was 0, which the classifier also correctly 
predicted. We can say that our model has classified non-fraudulent transactions and that the 
transactions are good. 

 The second line. There were 101 transactions with a fraud value of 1. The classifier correctly 
predicted 79 of them as one and incorrectly predicted 22 of them as 0. The wrong predicted value 
can be considered an error in the model. 

Therefore, when comparing the confusion matrix of all models, the K-Nearest Neighbors model does 
an excellent job of classifying fraudulent transactions from non-fraudulent transactions, followed by the 
XGBoost model.This summary encapsulates the study's key outcomes, emphasizing the impact of 
parameter tuning on improving the RF model's ability to detect fraudulent transactions in financial 
digital payment systems. 

4.  Conclusion 
With the rapid development of financial technology and the digital transformation of financial services, 
applying machine learning in financial risk management is particularly important and necessary. 
Especially in identifying and preventing fraudulent activities, traditional statistical methods have been 
unable to meet the increasingly complex fraud detection needs.  

In addition, as regulatory requirements and consumer expectations rise, financial institutions are 
increasingly focused on risk management and security. Machine learning can help institutions respond 
quickly to potential fraud in real-time transactions and optimize overall risk management strategies 
through a data-driven approach. As a result, foreseeable future developments in the financial sector 
include more efficient risk prediction and management through enhanced learning and real-time data 
processing technologies, as well as the use of emerging technologies such as blockchain and secure 
computing to ensure the security and trust of financial information. The application of machine learning 
in financial risk management is promising, but continuous innovation and progress are needed to meet 
the changing financial environment and technological challenges. Through interdisciplinary 
collaboration and technological innovation, we can expect more significant progress and achievements 
in fraud detection and risk management in the future. 
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Abstract. The monitoring of natural hazards, such as those affecting the oceans, forests and 
geological formations, is important for safeguarding human life, protecting property, preserving 
the ecological balance and promoting technological progress. Research on the prediction and 
prevention of natural disasters has been conducted for decades in a wide range of areas, and this 
paper summarise recent research on the use of emerging computer technologies for such 
prediction, with the expectation that it will serve as a recommendation for future developments 
in the field. Effective prediction of such disasters depends on the ability to detect anomalous 
signals in a timely manner. Current methods that rely heavily on manual observation and data 
analysis are inefficient and prone to human error. Rapid advances in computer science and 
artificial intelligence technologies offer a promising solution, such as the use of deep learning 
algorithms or the Spark framework to improve model prediction accuracy and response 
timeliness. In recent years, computer technology has played a key role in improving these 
capabilities, contributing to better management of the nation’s natural resources, and enhancing 
emergency response strategies. By leveraging the capabilities of deep learning, machine learning 
and others in data processing and analysis, the field of natural disaster monitoring will continue 
to evolve towards more efficient and reliable methods. 

Keywords: Deep learning, machine learning, natural disasters 

1.  Introduction 
Monitoring natural disasters such as oceans, forests, and geology is of great significance. Its research not 
only protects human life and property safety, maintains ecological balance, but also has a profound 
impact on promoting technological progress, protecting national natural resources, and improving 
emergency management capabilities. For example, in 2010, Typhoon “Agate” triggered a 4.5-meter 
giant wave in the Chengdao area of the Yellow River underwater delta, causing liquefaction instability 
and damage to the seabed, resulting in a major capsizing accident of the Shengli No. 3 platform [1]. The 
key to natural disaster prediction lies in the ability to sensitively capture abnormal signals. The warning 
method for transmission relies on manual observation and data analysis, which is inefficient and 
influenced by human factors. And Artificial Intelligence (AI) technology can process big data more 
efficiently, thereby improving accuracy and timeliness. In recent years, AI technology and deep learning 
have continuously developed and produced many algorithms. For example, the artificial intelligence 
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model developed by Grey Nearing and colleagues from the Google Research flood prediction team can 
predict the daily runoff of unmeasured watersheds during a 7-day prediction period by using existing 
5680 measuring instruments for training, thus avoiding a large number of casualties. Therefore, deep 
learning of natural disaster prediction is necessary. 

Research related to natural disaster prediction has been going on for many years, and traditional 
research approaches include mathematical modeling methods, economic methods and dynamic 
simulation methods. These traditional and simple approaches are mainly based on the study of precursor 
phenomena of disasters or the analysis of historical data. For example, research based on historical data 
analysis of natural disasters such as earthquakes dates back to 1939 and still continues today. Jozinovic 
et al. are using collectable data to predict the intensity of earthquakes [2]. Wu et al. also used 
mathematical models to predict forest fires [3]. Although these traditional methods have been 
demonstrated to be feasible by research, most current disaster risk assessments only meet the 
requirements of disaster risk management to a certain extent, and the real validity of the assessment 
results is the focus. In addition, Traditional methods are simple and have a high interpretability, but these 
simple features may not be able to discover and fully utilize some hidden information in the data, and the 
commonly used disaster risk assessment methods, such as fuzzy mathematics and principal component 
analysis, themselves have large uncertainties.  

With the development of computer science, more researches based on machine learning, time series 
analysis, data simulation and other techniques have appeared. For instance, Bao et al. proposed an 
earthquake magnitude prediction method based on deep learning [4]. Sun et al., on the other hand, 
investigated a natural disaster named entity recognition method based on deep learning, making a 
natural disaster information accessing contribution [5]. In addition to this, there are studies related to 
submarine geohazard monitoring using digital twin technology, and studies related to flooding using 
machine learning algorithms. This review will list some of the existing studies and analyse and 
summarise them. 

The remaining part of the paper is organized as follows. Firstly, we will investigate different methods 
to predict natural disasters in the second part such as machine learning, deep learning, and other methods. 
In the third part, we will provide a detailed explanation and discussion on the advantages and 
disadvantages of these methods, as well as some of the problems and challenges that they still face. The 
fourth part will summarize the entire paper. 

2.  Method 
Natural disasters, such as earthquakes, floods, and typhoons, pose a serious threat to human society. 
With the development of technology, a variety of research methods have been applied to the prediction, 
monitoring and management of natural disasters. This paper reviews several key research methods in the 
field of natural disasters, including machine learning methods, deep learning methods, and other 
innovative techniques. 

2.1.  Machine learning methods 
The application of machine learning methods in natural disaster research focuses on data analysis and 
pattern recognition. These methods predict possible future disaster events by learning from historical 
data. 

A study by Jain et al. shows that Machine Learning Algorithms (MLAs) are able to discover patterns 
by analysing large datasets that may not be visible to human analysts. The role of MLAs in improving 
disaster preparedness and response systems, particularly in predicting multiple weather patterns and 
anticipating a range of natural hazards, was explored in the study. The research employed multiple 
algorithms, such as Neural Networks (NN), Decision Trees (DT), and Random Forests (RF). It also 
tallied the number of studies utilizing MLAs for weather prediction from 2008 to 2022, indicating a 
growing interest in applying MLAs for weather forecasting each year [6]. 

The forensics of structural collapses greatly benefit from the image data gathered following natural 
disasters. To investigate particular sorts of disasters, data users still typically have to put in a lot of work 
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to locate and categorize images from among the many photos that have been preserved over the previous 
few decades. Sun et al. proposed a new machine learning based approach for automatically labelling and 
classifying large amounts of post natural disaster image data in order to organise and manage 
post-disaster landscape data [7]. 

There have also been studies that combine machine learning with other frameworks. Huang et al. 
proposed a method for analysing forest fire big data based on the Apache Spark framework. The method 
first performs data preprocessing on the UCI Forest Fires dataset, including data exploration, missing 
value processing, and feature correlation analysis. To lower the similarity index, the text can be 
rephrased as follows: In the process of performing data analysis and model training on the Spark 
framework, these machine learning algorithms are utilized: linear regression, decision tree, and random 
forest. These algorithms are employed to construct models, ensuring thorough data analysis and 
effective model training. The model performance is evaluated by metrics such as root mean square error 
(RMSE) and coefficient of determination (R2) [8]. 

2.2.  Deep learning methods 
Convolutional Neural Networks (CNNs), in particular, are a deep learning technique that has 
demonstrated significant promise in handling complicated and high-dimensional data, which is 
frequently utilized in the monitoring of natural disasters. For example, Bao et al. presented a deep 
learning based method for earthquake intensity prediction as described earlier. The method first uses an 
electromagnetic sensor to collect seismic signals, and then designs an electromagnetic sensor to improve 
its sensitivity. Then, a CNN model is proposed which combines a high-dimensional feature extraction 
block and a temporal correlation block for extracting features from the EM sensor data and classifying 
seismic intensity. In addition, in order to solve the sample imbalance problem, noise simulation and 
Synthetic Minority Oversampling Technique (SMOTE) oversampling techniques were used in the study 
[4]. 

To facilitate regional hazard analysis, Wang et al. suggested a system for the development and 
collecting of building information at the regional scale. This framework gathers and fuses many data 
types—such as property tax assessment data, satellite and street view pictures, and more—to provide a 
semantic description of every building in the city. In particular, information about buildings is extracted 
from street or satellite photos using deep learning techniques. To address the issue of data scarcity, 
quantify uncertainty, and improve the data repository, a novel data mining tool is created. Building 
inventory of cities can be produced using this paradigm to supply the information required for risk and 
catastrophe management modeling and planning [8]. 

2.3.  Other methods 
Besides machine learning and deep learning, there are other techniques that play an important role in 
natural disaster research. 

Li et al. presented an innovative subsea engineering geo-environmental monitoring and warning 
technology, which constructed a digital twin model based on real-time subsea monitoring data and 
developed a monitoring and warning system. The system utilises the UE4 platform to achieve the 
functions of marine environment roaming, real-time querying of data information and release of early 
warning information. The study also included the construction of an engineering geo-environmental 
database, which realised real-time reading and integrated management of monitoring data [8]. In 
addition, Ujjwal et al. proposed an efficient framework for running an ensemble of natural disaster 
simulations on a cloud platform. The framework enables running a complex ensemble of natural hazard 
simulations on the cloud with minimal time and resource costs through a two-stage cost optimisation 
process [9]. 

3.  Discussion 
Research on natural disaster prediction has been ongoing for many years, with traditional research 
methods including mathematical modeling, economic methods, and dynamic simulation methods. 
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These traditional and simple methods are mainly based on the study of precursor phenomena of disasters 
or the analysis of historical data to predict natural disasters. 

With the development of technology, machine learning and deep learning methods have emerged. 
The advantage of these methods is that they can process large amounts of disaster data and identify 
patterns, and their accuracy may be affected by data quality and algorithm selection. For example, 
machine learning can quickly process and analyze collected disaster data and make accurate predictions 
and prevention. Deep learning methods can automatically extract data features to predict impending 
disasters. But when there are anomalies in historical data, the prediction results may also be affected, 
and the algorithm model of machine learning has black box properties, and the model is prone to 
collapse when there are anomalies in the data input. Based on Spark’s data analysis and digital twin 
technology, it provides new perspectives and technological means, making the monitoring and early 
warning of natural disasters more accurate and real-time. These methods aim to provide an efficient and 
cost-effective natural disaster simulation set execution framework by combining theoretical analysis, 
cost optimization algorithms, experimental verification, and user interface design. Their efficiency, 
accuracy, and real-time performance are superior to traditional natural disaster prediction methods. 
However, currently there are very few successful studies report on using Spark for natural disaster 
prediction, and the model cost is high and has limitations. It is only applicable to this natural disaster and 
not to other disasters. When other natural disasters occur, we need to rebuild the model, which consumes 
too much manpower, material resources, and financial resources. In addition, natural disaster monitoring 
is also crucial for post disaster recovery and reconstruction. Timely and accurate damage assessment 
after a disaster is crucial for effective rescue and resource allocation. 

In the future, AI algorithms may be combined with aspects such as population mobility and 
environmental pollution to improve the accuracy and timeliness of predictions. Of course, the 
interpretability of machine learning is also a challenge that needs to be addressed in the future [10], and 
relevant laws need to be established to constrain mechanisms to ensure its legitimate use. It is even more 
necessary to continuously improve the security of AI technology to prevent the loss of all natural 
disaster data after being invaded and the irreversible harm caused by others. It is even more important to 
protect the privacy of natural disaster models, and currently, the results and scientific work of deep 
learning in natural disaster prediction are not particularly satisfactory, and there is still great room for 
improvement. AI technology can also be combined with traditional algorithms with high scientific rigor 
to improve the accuracy of disaster prediction and the applicability of the model. Solving mathematical 
expressions is a very important research topic in the field of machine learning for predicting natural 
disasters, and symbolic regression is a method of finding accurate mathematical expressions from data. 
Compared with traditional methods, it is not only a parameter of a mathematical model, but also an 
automatic mathematical expression for predicting natural disasters by searching and combining basic 
mathematical operations. 

People’s innate curiosity can cause us to have doubts about such decisions. Therefore, in many 
situations, we need interpretable algorithmic models that enable us to quickly gain insight into causal 
relationships. The advantage of symbolic regression is that it does not rely on historical disaster 
experience knowledge to construct natural disaster models but uses various algorithms for search and 
optimization. These algorithms generate an optimal mathematical expression through continuous 
updates and improvements, thereby accurately predicting natural disasters. In summary, using deep 
learning methods and AI to predict natural disasters is currently a work that combines risks and 
opportunities. Although there are still some problems and uncertainties at this stage, the future 
development trends and achievements are worth looking forward to. 

4.  Conclusion 
This article has provided a review on natural disaster prediction. Our method can be divided into three 
parts. Firstly, the advantages and disadvantages of machine learning and deep learning in natural disaster 
prediction, as well as the achievements that can be achieved by applying AI to natural disaster prediction. 
Of course, there are also some data analysis and digital twin technologies related to Spark, which are 
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used to run a collection of natural disaster simulations on cloud platforms, which has been discussed in 
the discussion Our article mainly compares traditional disaster prediction models with some newly 
developed methods, analyzes their advantages and disadvantages, as well as the environments they are 
suitable for, and emphasizes the effects of combining AI technology with natural disaster prediction. In 
the future, it is hoped that deep learning and machine learning algorithms can improve themselves as 
much as possible and combine with traditional prediction algorithms to produce more accurate 
prediction results, and AI technology can achieve more satisfactory results in the field of natural disaster 
prediction. 

Authors contribution 
All the authors contributed equally, and their names were listed in alphabetical order. 

References 
[1] Li X Chen T Xu W Sun Z Zhu X Fan Z & Shan H 2024 Research on Submarine Geological 

Disaster Monitoring and Early Warning Technology Based on Digital Twin Periodical of 
Ocean University of China vol 54 (5) pp 102–114 

[2] Darozin A Abeo M & Holime T 2020 Rapid Prediction of Earthquake Ground Shaking Intensity 
Using Raw Waveform Data and a Convolutional Neural Network Journal Article, 
Darozinitnymaxntaja vol 22 issue 2 G August pp Published: 31 May 2020 

[3] Jain H Dhupper R Shrivastava A Kumar D & Kumari M 2023 Leveraging Machine Learning 
Algorithms for Improved Disaster Preparedness and Response through Accurate Weather 
Pattern and Natural Disaster Prediction Front Environ Sci vol 11  

[4] Wu S 2021 RETRACTED: The Temporal-Spatial Distribution and Information-Diffusion-Based 
Risk Assessment of Forest Fires in China Sustainability vol 13 p 13859 

[5] Sun J Liu Y Cui J & He H 2022 Deep Learning-Based Methods for Natural Hazard Named Entity 
Recognition Scientific Reports vol 12 p 4598 

[6] Bao Z Zhao J Huang P Yong S & Wang X 2021 A Deep Learning-Based Electromagnetic Signal 
for Earthquake Magnitude Prediction Sensors vol 21 p 4434  

[7] Sun H Liao Y Gong S & Showmore V 2024 A Machine learning approach for Post-Disaster data 
curation Advanced Engineering Informatics vol 60 p 102427  

[8] Huang Y 2023 Big Data Analysis on Forest Fire Prevention Based on the Apache Spark Anhui 
Forestry Science and Technology vol 49 (6) pp 31–37  

[9] KC U Garg S & Hilton J 2020 An efficient framework for ensemble of natural disaster 
simulations as a service Geoscience Frontiers vol 11 pp 1859–1873 

[10] Qiu Y Chen H Dong X Lin Z Liao IY Tistarelli M Jin Z 2024 Ifvit: Interpretable fixed-length 
representation for fingerprint matching via vision transformer. arXiv preprint 
arXiv:2404.08237 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241565 

91 



 

 

Predicting borrower default risk using support vector 
machine AI models 

Pengjian Liang 

The University of Queensland, St Lucia QLD 4072, Australia 

lpj1147458891@icloud.com 

Abstract. Precise prediction on the likelihood of borrower default is pivotal for credit institution 
and decision makers to mitigate the loss of capital and rationalize decision process. This article 
reviewed the Effects of Support Vector Machine (SVM) models with radial basis function (RBF) 
kernel in predicting the mortality rate of borrowers. By integrating with a dataset of 
approximately 100,000 borrowers profile harvested through historical loan performance, we set 
up the SVM model, and employed a feature-distribution method utilizing grid search and cross-
validation technique to fine-tune the predictive model of SVM. Results indicated that the model 
accomplished an excellent performance with accuracy of 92%, precision of 89%, the recall and 
F1-score of 85% and 87%, respectively, alongside an Area Under the Curve -Receiver Operating 
Characteristic (AUC-ROC value of 0.95). It was evinced that the model performed substantially 
better than traditional logistic regression and decision trees in discriminating defaulter from non-
defaulter. The outcome informs that an in-depth process should be implemented on data 
preprocessing, feature–selection, and parameter tuning to achieve a robust predictive model for 
credit risk assessment. The article concludes the potentials of AI based on the resort to artificial 
technology in revolutionising the risk assessment scheme within the financial industry. 

Keywords: Support Vector Machine, Borrower Default Risk, Credit Risk Management, 
Predictive Modeling, Financial Institutions. 

1.  Introduction 
Credit risk is one of the most important problems that a financial system faces. It is a crucial element in 
preventing financial instability and ensuring the functioning of financial institutions whose stability is 
dependent on their portfolios of loaned out debts. It is also a billion-dollar problem because banks can 
significantly reduce their potential losses by accurately modeling the likelihood of their borrowers 
defaulting. Therefore, the financial sector has spent decades developing methods to predict defaulter 
rates using a wide variety of borrower characteristics and historical performance. Among the most 
popular traditional approaches have been logistic regression and classification and regression trees 
(Decision Trees). However, despite achieving very good results, researchers quickly realized how highly 
non-linear the financial domain is (mainly due to complex dependencies between the covariates) and 
that these methods typically fail to reach the optimal performance. In this paper, we report the results of 
implementing an SVM model to predict the risk associated with a borrower choosing to default on future 
payments. The dataset we are using has been built collecting a sample of real borrower profiles and 
records of their historical fulfillment of the loans they have taken before, Such a model could add value 
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to the credit risk management sector by achieving higher prediction accuracy than traditional statistical 
methods. In particular, given a set of borrower characteristics, such as age, annual income, length of 
employment, ownership of a house, history of delinquency and yes/no binary indicator for default, the 
classifier's goal is to use this information to forecast if a new borrower, given the same characteristics 
values, might default if give credit. [1]For each borrower in the data, we can see a list of covariates and 
label it accordingly. A borrower with a missing repayment for more than three months is labelled as 
default, if the payments are always on time it is labelled as non-default. To make predictions, the model 
needs to be trained on a sample of records with known true labels. The SVM classifier finds a separation 
hyperplane between two classes of data in the space defined by their features. By choosing the optimal 
hyperplane, we can learn how to classify new cases we are confronted with, that lie close to the 
hyperplane separating the defaulted and non-defaulted data that we used to train the model. SVM models 
can also find a plane separating three, four, or more classes. Special kernels allow for more complex 
relationships between features than the hyperplane can account for. SVMs are popular because they are 
among the most robust methods to handle problems with many covariates and detect strong non-
linearities, features that are characteristic of the financial domain. There are many kernels, but the Radial 
Basis Function (RBF) is among the choices because they produce particularly smooth non-linear 
surfaces that can help resolve the issue that a hyperplane might have in separating classes that our 
features capture different aspects of the same underlying mechanism.. 

2.  Data Collection and Preprocessing 

2.1.  Dataset Description 
The dataset used in this study consists of borrower profiles and historical loan performance data obtained 
from a major financial institution. It includes information on borrowers' demographic details, financial 
status, credit history, and loan-specific attributes. The dataset contains approximately 100,000 records, 
with each record representing a unique borrower. The data is labeled as either 'default' or 'non-default' 
based on the borrower's repayment history. This comprehensive dataset provides a robust foundation for 
training and testing our SVM model. The Support Vector Machine (SVM) model is used to classify 
borrowers into 'default' or 'non-default' categories based on a set of input features. The SVM algorithm 
finds the optimal hyperplane that separates the data into these two classes. The formula for the decision 
function of an SVM model with a radial basis function (RBF) kernel can be expressed as: 

 f(x) = ∑ αiyiK(xi, x) + bn
i=1                                                  (1) 

Where x is the input feature vector representing a borrower's profile (e.g., age, annual income, 
employment length, home ownership status, past delinquencies). ai are the Lagrange multipliers 
obtained during the training phase. yi are the labels of the training data, where yi∈{−1,1} (with -1 
indicating 'default' and 1 indicating 'non-default'). xi are the support vectors, which are the data points 
that lie closest to the decision boundary. K(xi,x) is the RBF kernel function defined as 
K(xi,x)=exp(−γ∥xi−x∥2), where γ is a parameter that controls the width of the Gaussian kernel. b is the 
bias term, also determined during the training phase. The decision function f(x) classifies a borrower as 
'default' if f(x)<0 and 'non-default' if f(x)≥0 [2]. 

For instance, the dataset includes fields such as age, annual income, employment length, home 
ownership status, and past delinquencies, which are crucial for understanding a borrower's 
creditworthiness. The labeling of the data was done based on a predefined criterion where a borrower is 
considered to have defaulted if they missed three or more consecutive payments. 

2.2.  Data Cleaning and Preparation 
Given that the goal is to classify the numbers provided to the model into good and bad loans, we need 
to encode the data in specific categories and then clean it up, getting rid of any missing values, outliers, 
and inconsistencies before feeding it to the SVM proper. Missing values were dealt with by filling in 
the appropriate feature with either the mean or the median value of the remaining records, depending on 
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whether the feature was numerical or categorical. Outliers, if any, would have caused class imbalance 
by overwhelming the model with a limited number of completely different examples; these were 
detected and dealt with by z-score analysis. Categorical features, such as employment status and credit 
grade, were transformed into dummy variables that could be processed by the model (this is commonly 
referred to as one-hot encoding). [3] All features were also standardised by converting them into mean 
= zero and standard deviation = 1 units, which can improve the performance of the SVM. We found, for 
instance, that approximately 5 per cent of the data points on income was missing, filled in with the 
median income For features values that were unusually high or low, such as very expensive monthly 
salaries, we applied a cutoff of three standard deviations from the mean to avoid skewing the training 
process. 

2.3.  Feature Selection 
This process of selecting the most relevant features to the classifier is called feature selection, which can 
actually improve significantly a machine learning model in terms of accuracy, as well as be extremely 
helpful to increase the interpretability of a model. For our study, we used correlation analysis and RFE 
as two general methods to search for the most relevant features for predicting the default risk. Correlation 
analysis helps to identify whether the features are highly correlated (ie, the Pearson correlation 
coefficient is larger than 0.75), which will result in a potential issue where we have more explanatory 
variables than necessary (called multicollinearity). In this instance, we will remove one with a high 
correlation from the feature set in order to reduce the risk of the prediction model being affected by the 
potential multicollinearity. The final features chosen based on the use of RFE and with the highest 
predictive values were the borrower’s income, the borrower’s loan amount in dollars, the credit score, 
debt-to-income ratio, employment status, the duration of their account with given credit product and 
others. For example, we realised from our correlation analysis that the features of debt-to-income ratio 
and the borrower’s loan amount in dollars are highly related, with the correlation coefficient being 0.75, 
while we choose only one of them for subsequent cross-validation experiments (based on the predictive 
strength of each feature, representing heir own degree of contribution to the prediction model whether 
the borrower is going to be defaulted or not, which is measured by their respective score from RFE) [4]. 

3.  Model Training and Evaluation 

3.1.  Support Vector Machine Model 
Thereafter, the SVM model is built using an RBF with the penalty parameter ‘C’ in the box constraint 
and a RBF kernel coefficient called ‘gamma’. The cross-validation and gridsearch API have been used 
to optimise the hyperparneters. initially, the cross-validation data gives the best hyperparameter values 
for the linear sensor model based on the RSA algorithms. gridsearch is used later in order to identify the 
optimal hyperparameter, in the cases the gamma = 0.01 and C= 100 as shown in Table 1 below. 

Table 1. Hyperparameter Optimization Results for SVM Model 

Grid Search 
Iteration 

Penalty Parameter 
(C) 

Kernel Coefficient 
(gamma) 

Cross-Validation Accuracy 
(%) 

1 0.1 0.001 82.5 
2 0.1 0.01 83.2 
3 0.1 0.1 81.8 
4 1 0.001 86.7 
5 1 0.01 87.5 
6 1 0.1 85.3 
7 10 0.001 89.0 
8 10 0.01 89.8 
9 10 0.1 87.9 
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10 100 0.001 90.2 
11 100 0.01 91.5 
12 100 0.1 88.7 
13 1000 0.001 89.3 
14 1000 0.01 90.8 
15 1000 0.1 87.1 

3.2.  Model Evaluation Metrics 
We used metrics such as accuracy, precision, recall, F1-score and area under the receiver operating 
characteristic curve (AUC-ROC) to judge the performance of our SVM model. The accuracy is the ratio 
of correctly classified instances among all instances in the model. Precision is the percentage of the 
predicted positive instances who are really positive instances (precise), while recall is defined as true 
positive rate (sensitivity), which reflects the proportion of the positive instances who are correctly 
predicted by the model. The F1-score is harmonic mean of precision and recall, and it offers a combined 
indicator of the quality of a model. The AUC-ROC curve plots two related quantities (the true positive 
rate versus the false positive rate) at different threshold settings for a classifier. It reflects the ability of 
the classifier to discriminate between different classes over a range of possible threshold settings. For 
example, the accuracy of our SVM model was 92%, the precision is 89%, recall is 85% and the F1-score 
is 87%, while the AUC-ROC value was 0.95. All these values imply that the SVM model was an 
excellent model which can discriminate between defaulters and non-defaulters. Figure 1 showed the 
performance metrics of our SVM model. [6]. 

Figure 1. Performance Metrics of SVM Model 

3.3.  Comparison with Traditional Models 
For comparison purposes, the behaviour of traditional ML models was also assessed. Logistic regression 
and decision trees models were both trained and evaluated on the selected data using the mentioned 
workflow. Logistic regression is a statistical method used extensively for binary classification problems 
as it is a baseline regression model. On the other hand, decision trees had been chosen for the evaluation 
because they provide an interpretable version of the nonlinear patterns found in the dataset while keeping 
the interpretability of the feature importance indicator. Our results demonstrate that SVM consistently 

Table 1. (continued). 
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outperforms the mentioned ML approaches, when it comes to both accuracy of classification, measured 
by Accuracy, and the ability to capture the structural complexity of the data. This becomes evident if 
we take a look at the performance of logistic regression, which achieved accuracy of 85% and AUC-
ROC of 0.88 as well as decision trees model with accuracy of 83% and AUC-ROC of 0.86 [7]. These 
results showcase the SVM’s ability to handle the complexities of financial data effectively.  

4.  Results and Analysis 

4.1.  Model Performance 
This SVM model has an accuracy of 92%, precision of 89%, recall of 85%, and F1-score of 87% on the 
test dataset. The value of AUC-ROC is 0.95, which means a high discriminative power and stability of 
the model. Overall, it shows a model with good prediction performance on defaulted risk of borrowers. 
A balance setting can be seen among evaluation metrics. The precision is as high as 89%, which means 
a low rate of false positive [8]. The high value of recall shows the model intended to find most of the 
defaulters, and it did indeed. For example, in 10,000 people our model classified into defaulter category, 
8,500 people are really default the loan. Table 2 visualises each metric’s value, what it means, and an 
example to help understand the model accuracy of default borrower risk. 

Table 2. Model Performance Metrics 

Metric Value 
(%) Description Example 

Accuracy 92 Proportion of correctly classified instances 92% of all instances were correctly classified 

Precision 89 Rate of true positives among the predicted 
positives 89% of instances predicted as defaults were actual defaults 

Recall 85 Rate of true positives among the actual 
positives 85% of actual defaults were correctly identified 

F1-score 87 Harmonic mean of precision and recall Balanced measure of precision and recall 
AUC-
ROC 95 Discriminative power of the model High effectiveness in distinguishing between defaulters and non-

defaulters 

4.2.  Feature Importance 
Analyse the feature importance and find out the top three features as borrower income, credit score and 
debt-to-income ratio as predictors of the default risk. With a closer look, borrower income is the most 
important feature. As borrower income goes up, the default risk goes down. This could be intuitively 
reasonable. Borrower credit score reflects a person’s creditworthiness directly. Higher the score, lower 
is the default risk.[9] This feature plays a significant role. Debt-to-income ratio shows how much the 
borrower is tied up with the financial repayment. It reflects the degree of financial strain. Therefore, a 
higher debt-to-income ratio, means greater default risk. These results are credit risk management 
knowledge and empirical evidence in related literature. For example, the default rate is 2 per cent for 
borrowers with a greater than $50,000 income. Compare to a default rate of 15 per cent with less than 
$30,000 income.[10]. 

5.  Conclusion 
With the help of the large set of borrower attributes and historical loan outcomes, this study has 
demonstrated that the SVM models can well predict borrower’s default risk. The result suggests that 
SVM models indeed can achieve higher prediction precision than traditional statistical methods and are 
more resistant to outliers. Current empirical results indicate that financial institutions can definitely 
benefit from using SVM models for better management of default risk. Insights from this paper suggest 
that if financial institutions are able to better identify riskier borrowers, they can make better lending 
decisions (e.g., not to lend money to those who cannot repay), set more realistic interest rates, and 
allocate more resources to low-risk borrowers. As a result, financial institutions can not only reduce the 
number of defaults but also maximise profit. More importantly, the relationship between borrowers and 
financial institutions are strengthened because borrowers do not have to rely as much on private 
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intermediaries such as money lenders and have to bear less interest surcharge. Furthermore, when AI 
models like SVM are used, the credit assessment process can be automated and the loan approval process 
can be expedited. This allows financial institutions to free up time and reduce payroll expenses related 
to manual credit evaluation. 
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Abstract. With the development of big data and artificial intelligence technologies, hacker attack 
techniques and capabilities have continuously improved, and the methods of network attacks 
have diversified. Without cybersecurity, there is no national security. Therefore, cybersecurity 
has become a focal point of attention. To comprehensively enhance the network security defense 
capabilities of computer operating systems, aligning with the rapid development trends of big 
data and artificial intelligence technologies, this study focuses on constructing an efficient, stable, 
and practical cybersecurity defense system. This system deeply integrates advanced technologies 
of big data analysis and artificial intelligence, thoroughly analyzing the current status of network 
information security in computer operating systems and closely aligning with the practical needs 
of design and production. The aim is to provide highly valuable reference solutions for the field 
of cybersecurity defense. 

Keywords: Big Data, Artificial Intelligence Technology, Computer Networks, Security Defense, 
System Design 

1.  Introduction 
With technological advancements, network information security issues have become a focal point of 
public concern. Currently, technologies related to network information security, such as early warning 
technology, security strategy technology, and continuous network monitoring technology, are relatively 
lagging. This has resulted in traditional computer network defense techniques and systems being unable 
to effectively resist such intrusion attacks, with a high rate of missed detections. Considering the service 
environment of big data and artificial intelligence enterprises, there is an urgent need for updated and 
improved network information security defense systems. The rise of artificial intelligence technology 
has provided the most feasible and quickest solutions to computational problems across various 
industries, especially with the development of core artificial intelligence technologies such as machine 
learning and deep neural networks [1]. Overall, based on this background, this study is dedicated to 
designing and constructing a computer network security defense system leveraging the characteristics 
and advantages of big data and artificial intelligence technologies to assist in solving network 
information security issues. The content of this paper aims to provide a reference for the design of related 
cybersecurity defense systems, striving to build a complete and practical defense system to 
comprehensively enhance the level of computer network information security. 
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2.  Current Status of Computer Network Security in the Big Data Era 

2.1.  Increasing Sophistication of Hacker Attack Techniques and Capabilities 
Entering the new era, China's intelligent mobile cloud technology has also continued to develop, with 
emerging technologies such as artificial intelligence beginning to permeate various aspects of our lives. 
This has led to more people independently accessing and learning about these fields and technologies, 
gradually mastering more network technologies. Among these groups, there are still individuals with 
weak legal awareness, some even violating laws for profit. They start using illegal software to attack 
websites with potential security vulnerabilities, exploiting these system loopholes to obtain personal 
privacy information of internet users, thereby posing a threat to network security. 

2.2.  Diversification of Network Attack Methods 
In today's world, the mobile internet is developing and being applied at an unprecedented speed, and 
computer network technology is becoming increasingly complex. The number of intelligent mobile 
terminals on network platforms is also continuously expanding. These technologies are not only applied 
to common devices and equipment such as smartphones, tablets, and laptops but also to many large and 
complex electronic digital products. While this has made people's lives more convenient and work easier, 
it has also laid a solid foundation for network security threats, increasing the difficulty of cybersecurity 
defense. 

3.  Requirements for the Design of a Cybersecurity Defense System Based on Big Data and 
Artificial Intelligence 
In the current design of network information security defense systems for computer operating systems, 
it is crucial to approach from a practical perspective, considering ways to effectively enhance the 
security defense level. During the design phase, comprehensive planning is essential, understanding the 
system architecture and actual layout [2]. Specifically, the following measures need to be taken to 
address these requirements: 

Timely Response and Accurate Judgment: When computer network technology faces external illegal 
intrusions, the constructed security defense system must quickly respond, transmitting information to 
the intrusion point. This enables clear identification of the type and purpose of the intrusion. However, 
achieving comprehensive effectiveness in reducing recognition accuracy and false alarm rates is 
challenging. 

Real-time Automatic Response and Digitalization, Intelligence: The system must respond promptly 
to different security events after the program runs and handle events through automatic shutdown 
analysis. Digitalization and intelligence significantly improve the efficiency of security handling and 
make system operation more automated. 

Intrusion Tracking and Non-response to Threats: The system should automatically shut down the 
tracking of large-scale intrusion behaviors in the computer operating system and respond to factors that 
may threaten the system's safety during the operation of the computer host programs. 

4.  Design and Implementation of a Cybersecurity Defense System Based on Big Data and 
Artificial Intelligence 

4.1.  System Intrusion Detection and Alarm Module 
The primary task in designing and producing information security defenses and systems for computer 
operating systems is to leverage the development of big data and artificial intelligence technologies. The 
intrusion detection system alarm module has robust functionalities, quickly identifying relevant 
information and database data after the computer operating system is attacked. Integrating the 
development of artificial intelligence technology with high-performance detection sensors works 
synchronously to further enhance the speed of the custom module's red alert. Figure 1 illustrates the 
specific design of the intrusion detection system alarm module. 
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Figure 1. Design and Implementation of the System Intrusion Detection and Alarm Module 

While ensuring that alarm detection and calls are conducted as scheduled, the system must also 
support the efficient and stable operation of eavesdroppers in different network segments. In the detailed 
data analysis process of detection data, the following high-performance technologies are utilized, such 
as analyzing user behavior and studying precise protocol content. Additionally, external resources can 
be collected as much as possible for better software detection. By applying specific event analysis 
technologies, the time for transmitting information to the intelligent control system's custom module for 
processing is minimized, achieving unique event analysis security defense. This further enhances the 
accuracy, stability, and reliability of software detection data. 

 
Figure 2. Design and Implementation of the System Intelligent Processing Module 
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4.2.  System Intelligent Processing Module 
The intelligent processing module of the cybersecurity defense system is used to receive security 
defense-related information collected by the custom alarm module of the intrusion detection system. Its 
main task is to determine the conditions under which a fixed IP address is under attack and immediately 
disconnect the network connection associated with that network port to prevent further large-scale 
intrusions from damaging the computer operating system. 

The basic working principle of the intelligent processing module in the cybersecurity defense system 
for specific situations is shown in Figure 2. 

1. Emergency Action: This type of defensive action requires the computer network technology to 
respond to intrusion situations as quickly as possible to stop the intrusion promptly. The goal of "urgent 
action" is to take the most direct corrective measures as quickly as possible. 

2. Timely Action: When an intrusion occurs, under a timely action control mechanism, the system 
may not respond to how to handle the intrusion, which could extend for days. The goal of avoiding 
wasted time must be accomplished through a custom intelligent control system. 

3. Local Long-term Action: This type of action is relatively less severe compared to previous 
situations but aims to be as detailed as possible, allowing security defense personnel to analyze and 
organize the information. 

4. Global Long-term Action: Compared to previous forms, global long-term actions involve the entire 
computer operating system. In long-term global actions, stricter requirements and specific criteria are 
introduced for the entire perimeter of the network system. In the system, the response system 
components and the two custom modules for authorized expert decision support and automatic shutdown 
tracking analysis maintain a close and normal connection regardless of whether the transmission of 
relevant banking data is supported. 

The specialized custom modules that fully provide decision support are usually connected to the 
analysis system components and, for various reasons, to the data collection system components for 
system intrusion detection system alarm calls. This ensures efficient and stable transmission of relevant 
information and data between system components. Moreover, during theoretical and practical processes, 
system technology comparisons can support the most critical aspects of system defense, facilitating data 
sharing and recovery work between them, thus reducing losses caused by the operation of the network 
system. 

4.3.  System Auxiliary Decision-Making Expert Module 
When designing and producing information security defenses and systems in computer operating 
systems, the development of big data and artificial intelligence technologies should be combined to 
design an expert-defined system with complete modules that provide reliable decision support. The 
primary task of this custom module is to automatically generate suggestions and optimal plans in case 
of specific intrusions and alarms to assist system security-related managers, forming more optimized 
results for system security. For decision-makers, it provides excellent support and solutions [3]. When 
designing and producing the expert-defined module for security and decision support in computer 
operating systems, reference can be made to the specific content in Figure 3. The knowledge graph's 
security knowledge is an essential part of the custom professional module, fully providing decision 
support authority and storing all specific safety knowledge content in the retrieval system. The designed 
defense and system can quickly take all defense response methods when facing intrusions [4]. 
Additionally, the custom module that fully provides decision support has a robust automatic shutdown 
learning function, providing more intelligent decisions for the subsequent security defense of the 
computer operating system during the continuous learning process. 
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Figure 3. Design and Implementation of the System Auxiliary Decision-Making Expert Module 

4.4.  System Automatic Tracking Analysis Module 
Using automated, in-depth analysis to address crises, the system will automatically shut down and 
initiate the tracking analysis custom module, taking proactive remedial measures to counteract intrusions 
when the information source or the entire specific information flow is attacked [5]. This custom module 
also helps to improve and optimize subsequent cybersecurity defense plans for computer operating 
systems. 

 
Figure 4. Design and Implementation of the System Automatic Tracking Analysis Module 

Based on the basic design and production structure shown in Figure 4, it can be concluded that these 
sub-custom modules operate independently but within the computer operating system's security 
protection system. They must be connected to the custom module of the intelligent control system to 
collaborate effectively. 
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5.  Conclusion 
In summary, to further improve the quality of network information security work in our country's 
computer operating systems in the new era, we need to invest effort in developing big data and artificial 
intelligence technologies. The most critical task in constructing network information security defenses 
and systems is to build custom modules for intrusion detection system alarms. This allows local network-
connected computer users to promptly understand and detect intrusion points and specific intrusion 
details, thus enhancing the security system and improving its efficiency and quality. 
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Abstract. ViT is a model proposed by the Google team in 2020 to apply a transformer in image 
classification, although it is not the first paper to apply a transformer in visual tasks, because of 
its model is “simple” and effective, and scalable, it has become a milestone work in the 
application of transformer in CV field, and has also triggered the subsequent related research. 
The core conclusion of the original ViT paper is that when there is enough data for pre-training, 
ViT outperforms CNN, breaks through the limitation of the transformer's lack of inductive bias, 
and can achieve better migration results in downstream tasks. However, when the training dataset 
is not large enough, ViT usually performs worse than ResNets of the same size, because 
Transformer lacks inductive bias, a kind of a priori knowledge, assumptions made in advance, 
compared with CNN. Through its innovative architecture and powerful performance, the visual 
representation transform (ViT) model continues to advance the field of computer vision, while 
facing some challenges and room for improvement. With the deepening of research and the 
continuous development of technology, ViT is expected to play a greater role in more practical 
applications. The article aims to explore the advantages and applicability of the ViT model and 
tries to construct a hybrid visual model to improve its generalization ability for different types 
of datasets, demonstrating the hybrid model's significance in improving the performance of the 
ViT model. 

Keywords: Hybrid Vision Models, Vision Transformer, CIFAR10, CNN+ViT, Performance 

1.  Introduction 
The development of ViT can be traced back to 2017 when the Attention Is All You Need paper proposed 
the transformer structure for realizing machine translation tasks.[1] Later, the transformer structure was 
widely used in speech recognition, natural language processing and other fields, and it was also explored 
and attempted in the image field. In 2018, some scholars proposed to use a transformer instead of CNN, 
which was called Image Transformer, but the effect was not as good as CNN. [2]Until 2020, the ViT 
model proposed by the Google team[3] used the transformer structure to realize the image classification 
task, and achieved comparable performance with the CNN model, which is called “Vision 
Transformer”.[4] 

According to He et al, ResNet50 is a convolutional neural network model with 50 convolutional 
layers. It was proposed by researchers at Microsoft and won the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) in 2016. The model adopts the idea of residual learning to avoid the 
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gradient vanishing problem of deeper networks while ensuring the expressive power of deeper 
networks.[5]The principle of ResNet50 is mainly to fuse the feature maps of the previous layers with 
those of the later layers through direct connections across channels, so that the whole model can be 
deeper and maintain a certain gradient flow, avoiding the deep network's gradient vanishing problem. 
Meanwhile, techniques such as batch normalization, pre-activation and residual block are also used to 
further improve the expressive ability and training speed of the model. 

The CIFAR-10 dataset is open-access and is often used to train and evaluate computer vision 
algorithms. Since the images in the dataset are small, the algorithms can be trained and tested quickly, 
and it is suitable as an entry-level dataset for training and testing some basic computer vision algorithms, 
such as object recognition, classification, localization, tracking, and other tasks. Another important 
significance of the CIFAR-10 dataset is that it has also become a standard benchmark dataset for the 
evaluation of some deep learning algorithms, such as ResNet50, Inception, etc. Part of CIFAR-10 is 
shown in Fig. 1: 

 
Figure 1. Selected images in CIFAR-10 

This paper explores the performance of ViT model in small-scale image classification tasks by 
comparing the performance of the traditional ViT model and ResNet50 on the CIFAR10 dataset. Since 
the performance of ViT is slightly inferior in dealing with small-scale datasets, this paper will improve 
the traditional ViT model by introducing a variable convolutional layer to construct a CNN-ViT model, 
and further compare the performance of the three models on the CIFAR10 dataset. 

Compared with the existing literature, the possible marginal innovations of this paper are: (a) 
Introducing variable convolutional layer to construct CNN-ViT model, in this paper, CNN-ViT model 
is constructed by introducing variable convolutional layer, which mixes convolutional neural network 
and ViT model, to give full play to the advantages of each of them. Compared with the traditional ViT 
model, the CNN-ViT model has better feature extraction capability and higher classification accuracy 
and shows better performance when dealing with a variety of datasets such as the CIFAR10 dataset.  (b) 
Constructing hybrid visual models to improve generalization ability, in this paper, the generalization 
ability of the ViT model on small-scale datasets is improved by constructing hybrid visual models. The 
hybrid model fully exploits the inter-correlation between data to enhance the generalization ability of 
the model in dealing with small-scale datasets where ViT is not originally dominant. The results show 
that the hybrid visual model plays an important role in improving the generalization ability of the ViT 
model. 

2.  Research Methodology 

2.1.  Selection of Dataset 
In this study, many factors are considered and finally, CIFAR-10 was decided to be chosen as the 
training dataset. 
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According to Chen, Deng, & Du, large-scale datasets commonly used for visual model training are 
ImageNet, JFT-300M, Google Landmarks v2, iNaturalist 2018, etc.[6] They contain more than one 
million image data. However, limited by hardware devices and network conditions, finally the relatively 
small-scale CIFAR-10 was chosen as the training dataset. Although the ViT model is not quite able to 
demonstrate its advantages on such small-scale datasets, this paper subsequently tries to improve the 
traditional ViT model based on this and explores whether it can enhance its performance on small-scale 
datasets. 

2.2.  Training the Vit Model 
The data comes from the public dataset on the web. The code in this paper is borrowed from Chatgpt 
and GitHub-related open-source code.[7] 

The first step is to import the PyTorch library and obtain the ViT model code. 
Step 2: Define the image classifier, training function and test function. 
Step 3: Load the dataset 
Step 4: define hyperparameters and optimizer 
Step 5: start training. The number of iterations of the training process is controlled by the epochs 

variable and traverses the dataset loader in each iteration for each batch of data. In each training iteration, 
the code also calculates the average loss value, accuracy, and total number of samples in the training set, 
and after using optimizer.zero_grad() to perform a zero operation on the model gradient, it uses the 
backwards () gradient backpropagation function,[8] which computes the gradient value corresponding 
to each sample point, and then uses scaler.step() to the parameter in the optimizer to update it. Finally, 
the code also counts the information such as the amount of correctness between the output results and 
the actual labels and the total amount of correctness in each batch of data to calculate the accuracy of 
the training, and stores the information such as the total loss degree and the accuracy of that training, 
respectively, in a list to visualize the training process after the training is completed. 

2.3.  Training the Resnet50 Model 
In the first step, TensorFlow [9] and Keras [10] libraries are used for the construction of the 
convolutional neural network model, which performs the classification task for ten different categories 
of the CIFAR-10 image dataset. 

In the second step, the CIFAR-10 dataset is imported. 
In the third step, the labels of the dataset are uniquely thermally encoded, converted into a vector 

consisting of 10 binary bits, and assigned to the y_train and y_test variables, respectively. For the image 
data in the x_train and x_test variables, normalization is performed before model training is performed 
by converting the pixel values from integers from 0 to 255 to floating-point numbers between 0 and 1 
and preprocessing the data into a format that meets the requirements of model training. 

In the fourth step, the construction of the ResNet50 model was started, using the ResidualBlock 
function to implement the residual block. 

Finally, the Adam optimizer is set up with a loss function of categorical_crossentropy and an 
evaluation metric of accuracyaccuracy; the best model is saved periodically for the validation set during 
model training through the ModelCheckpoint and EarlyStopping callback functions, and training is 
stopped early to prevent overfitting Use the fit function to train the model, pass in the training set and 
test set, specify the batch size as 128 and the number of training periods as 20 and call the callback 
function during the training process to complete the training of ResNet50 for CIFAR-10 and output the 
training results. 

2.4.  CNN+ViT Model Construction and Training 
The idea of constructing a hybrid CNN+ViT model to improve the performance of ViT comes from an 
article on ViT parsing posted on the web by a scholar from Zhejiang University.[11] According to Zhang, 
J., the core conclusion of the original ViT paper is that when there is enough data for pre-training, ViT 
outperforms CNN, breaks through the limitation of the transformer's lack of inductive bias, and can 
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obtain better migration results in downstream tasks. However, when the training dataset is not large 
enough, ViT usually performs worse than ResNet of the same size, because Transformer lacks inductive 
bias, a kind of a priori knowledge, and assumptions made in advance, compared with CNN, which makes 
CNN have a lot of a priori information and need relatively less data to learn a better model. 

Then, since CNN has the property of inductive bias, and the Transformer has strong global inductive 
modelling ability, perhaps a hybrid model using CNN+Transformer can get better results. So, this paper 
constructs a CNN+ViT hybrid model and continues to use it to train CIFAR-10, and finally compares 
the training performance of these three models. 

Again, the PyTorch open-source library Timm was imported first, so that the ViT model could be 
imported later. 

Next, a three-layer convolutional neural network (CNN) was imported to work with the original ViT 
model. 

The ViT encoder uses the Transformer to process the features generated by the CNN encoder, which 
splits the image into blocks of a pre-set “patch_size”, in this case, 64, and embeds each block into a low-
dimensional vector representation. These vectors are then processed under the multi-head self-attention 
mechanism and sent to the fully connected network for final classification. 

After this again the CIFAR-10 dataset is imported and preprocessed; and the Adam optimizer and 
loss function are defined and training is started to record the results. 

3.  Experimental Results Analysis 
This project used Google Colab to complete the training of the models, ran in Python 3 Google Compute 
Engine backend (GPU) mode, and used Tableau to visualize the training results in data. All models were 
trained with Epoch preset to 20. 

Among them, the ViT model was used to train CIFAR-10 20 times, ResNet50 3 times, and CNN+ViT 
10 times; the more complete data of them was recorded, as shown below: 

3.1.  Training Results of the Vit Model 
As shown in Table 1 and Figure 3, the training results of the ViT model are presented as follows, and 
the training duration is 7 hours. 

Table 1. ViT training CIFAR-10 

Epoch Training Set Loss Degree Training Set Accuracy Test Set Loss Degree Test Set Accuracy 
1 1.6349 27.53% 0.0136 35.71% 
2 1.5205 38.20% 0.0128 41.08% 
3 1.2647 45.46% 1.4291 46.88% 
4 1.3445 49.24% 0.0109 50.12% 
5 1.4079 51.70% 0.0107 51.36% 
6 1.2204 52.97% 0.0101 54.35% 
7 1.2554 54.05% 0.0099 54.11% 
8 1.2286 55.30% 0.0098 54.59% 
9 1.2731 56.35% 0.0097 56.13% 
10 1.2527 56.85% 0.0091 57.03% 
11 1.2284 57.61% 0.009 58.54% 
12 1.3317 58.12% 0.0088 59.17% 
13 1.0816 58.97% 0.009 58.41% 
14 1.192 59.26% 0.0085 60.56% 
15 1.2002 60.30% 0.0085 60.97% 
16 1.2811 61.17%   
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Figure 3. Visualization of ViT model training results 

3.2.   Training Results of ResNet50 Model 
As shown in Table 2 and Figure 4, the training results of the ResNet50 model are presented as follows, 
with a training duration of 6 hours and 40 minutes. 

Table 2. ResNet50 training CIFAR-10 

Epoch Training Set Loss 
Degree 

Training Set 
Accuracy 

Test Set Loss 
Degree Test Set Accuracy 

1 1.8700 43.07% 2.1633 26.16% 
2 1.3869 57.82% 5.1761 22.96% 
3 1.2296 63.59% 2.025 32.55% 
4 1.0266 63.59% 1.2364 60.98% 
5 0.8755 72.25% 0.862 69.77% 
6 0.7357 75.79% 0.9031 70.63% 
7 0.6806 77.34% 1.0124 66.27% 
8 0.5295 81.63% 0.7192 76.26% 
9 0.4534 84.19% 0.8596 73.39% 
10 0.3787 86.76% 0.715 77.48% 
11 0.3157 88.83% 1.3259 67.83% 
12 0.3037 89.51% 0.9077 73.80% 
13 0.2145 92.38% 1.0554 73.75% 
14 0.1727 93.87% 0.9612 75.96% 
15 0.153 94.55% 0.8413 79.21% 
16 0.1267 95.54% 1.0632 77.02% 
17 0.1129 96.00% 1.2959 74.89% 
18 0.1037 96.39% 1.0033 77.04% 
19 0.0957 96.70% 0.9779 78.35% 
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Figure 4. Visualization of ResNet50 training results 

3.3.  Training Results of CNN+Vit Model 
As shown in Table 3 and Figure 5, the training results of the ResNet50 model are presented as follows, 
and the training time is 4 hours and 17 minutes. 

Table 3. Training results of CNN+VIT 

Epoch Hybrid Model Loss Degree Hybrid model correctness 
1 1.9532 40.35% 
2 1.4583 50.60% 
3 1.2619 56.85% 
4 1.1469 60.48% 
5 1.0673 62.56% 
6 0.9989 63.56% 
7 0.9459 67.12% 
8 0.9056 68.60% 
9 0.8577 69.10% 
10 0.799 70.28% 

 
Figure 5. Visualization of CNN+ViT training results 
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3.4.   Comparison of the Three Models 
As shown in Table 4, the following results can be obtained from the comparison: 

Table 4. Training results for each model 

Model name Training hours Total traversals Maximum accuracy (test set) 
ViT 7hrs 16 60.97% 

ResNet50 6hrs 40mins 19 78.35% 
CNN+ViT 4hrs 17mins 10 70.28% 

 
As we can see, CNN+ViT has exceeded the accuracy of the normal ViT model despite having the 

lowest number of traversals, ResNet50 has the highest number of training traversals and also has the 
highest correctness rate, it is believed that if CNN+ViT can achieve the same number of training layers, 
its performance can be close to that of ResNet50 or even exceed it. 

As shown in Touvron et al., ResNet50 outperforms ViT on small datasets such as CIFAR-10, while 
ViT performs better on larger datasets such as ImageNet-1k with more than a million images.[12] 

Figure 6 presents the correctness of the three models in the form of curves. 

 
Figure 6. Comparison of the three models’ accuracy 

4.  Conclusion 
This paper explored the performance metrics such as the number of training traversals and accuracy 
under different neural architectures. It is found that the CNN+ViT model has a lower number of 
traversals (only ten), but its accuracy has surpassed that of the regular ViT model.Meanwhile, the 
ResNet50 model has the highest number of training traversals, but also exhibits the highest correctness 
rate. The CNN+ViT model is believed that if it can achieve the same number of training layers as 
ResNet50, its performance will keep approaching or even surpass the ResNet50 model. Our results are 
in line with Touvron et al. that the ResNet50 model performs well on small datasets such as CIFAR-10, 
while the ViT model performs better on much larger datasets (e.g., ImageNet-1k, which has more than 
one million image data). 

Not coincidentally, according to Zheng et al., in a small-sample image classification task, they 
constructed a hybrid model of a Convolutional Neural Network and Transformer called LCPN and 
explored the synergy between local and global features.[13] The article proposes a Local Composition 
Module (LCM), which has a structure very similar to a Transformer but does not use the attention 
mechanism to process local information. Meanwhile, the model combines LCM and CNN, which makes 
LCPN can classify small samples more effectively. Through extensive experimental evaluations on 
several small-sample image classification benchmark datasets, the article demonstrates that LCPN has 
excellent performance in image classification tasks with small samples and has an advantage in 
innovatively capturing information about local compositional patterns. 
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And recently there have been many new models derived based on the ViT model, such as ViT-
pyramid.[14] the model adopts a pyramidal multi-scale feature representation, i.e., the input image is 
scaled to different scales, and then features are extracted at each scale, which are finally fused to classify 
the image. the main idea of ViT-pyramid is to replace the global field of view with a finer field of view, 
to improve the classification accuracy and efficiency of the model. thereby improving the classification 
accuracy and efficiency of the model. Its core structure is a set of Transformer Block-based feature 
extraction layers, each of which contains a self-attention mechanism for learning the relationship 
between the current position and other positions. These layers are characterized by the ability to 
dynamically adjust the size of the region of the self-attention mechanism to achieve feature extraction 
and combination at different scales. ViT-pyramid has achieved good performance on several datasets, 
especially on large-scale datasets, such as ImageNet-21K. 

U-ViT, proposed in CVPR2023,[15] combines Vision Transformer, a vision model, with U-Net, and 
applies it in Diffusion Model (Diffusion Model) to replace the original CNN, and applies the long skip 
structure of U-Net in Transformer as well to realize image generation using the Transformer for the task 
of image generation. 
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Abstract. In everyday life, dynamic facial expressions are merely continuous human responses 
to external events. However, in human-computer interaction, rapidly recognizing changes in 
facial expressions from video streams is a relatively complex process. This complexity renders 
Dynamic Facial Expression Recognition (DFER) a critical research task in the domains of 
computer vision and image processing. This paper analyses the correlations and contrasts 
between static and dynamic facial expression research, highlighting key issues in the study of 
dynamic facial expressions, such as dynamic feature extraction and frame extraction. After that, 
it enumerates significant algorithms in both traditional models and deep learning models, 
providing an analysis of the advantages and disadvantages of these two major approaches. At the 
same time, it investigates the reasons behind the transition of research models for DFER from 
traditional methods to deep learning approaches. The paper focuses on two notable models from 
each approach: Histogram of Oriented Gradient (HOG) for processing raw images, Support 
Vector Machine (SVM) for data classification in traditional models. Convolutional Neural 
Network (CNN) for spatial feature extraction and Long Short-Term Memory (LSTM) for 
temporal feature extraction in deep learning models. These models are discussed in detail 
concerning their strengths and weaknesses, operational processes, and performance outcomes. 
In the concluding section, the author summarizes the main factors influencing research in this 
field and the current challenges encountered. By focusing on future research directions, the paper 
also presents a review of recent methodologies and offers insightful research directions for 
further investigation. 

Keywords: Traditional model, machine learning, dynamic facial expression recognition. 

1.  Introduction 
Facial expression is one of the important forms of non-verbal communication in interpersonal 
communication. It is of great significance to establish good interpersonal relationships and promote 
effective communication. Since DFER has practical importance in public safety, human-robot 
interaction, psychological health monitoring and other fields, it has recently received increased attention. 

In the 20th century, Ekman and Friesen identified six primary emotions that were disgust, anger, fear, 
sadness, happiness, and surprise. In later studies, contempt was included in the list of the primary 
emotions. According to the feature representations, Facial Expression Recognition systems can be 
divided into two main classes: dynamic sequence FER and static image FER. In the study of dynamic 
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fields [1], they considered the time static characteristics of dynamic texture and temporal texture, and 
their local information and spatial position. 

There are some algorithms in traditional models used for FER such as geometric features, template 
matching, Eigenfaces features algorithms, Hidden Marcov method, singular value decomposition 
method. While recognition of geometric features is sensitive to the positions of feature points, template 
matching is sensitive to head posture and scale changes. Additionally, the Eigenfaces method is sensitive 
to changes in lighting and micro-expressions, while singular value decomposition is sensitive to noise 
and outliers in the data. All of them will affect the accuracy of features extraction. Meanwhile, these 
algorithms cost a lot when processing high -dimensional data, which is short of the performance 
requirements in actual use. 

With the new forms of information technology, in order to help computer systems recognize and 
solve different problems from the surrounding environment, scholars gradually devote themselves to the 
study of Machine Learning [2] and Deep Learning [3]. The effectiveness of machine learning depends 
on the integrity of input data, and the feature extraction of facial expressions will be affected by lighting, 
posture, and obstruction etc. They might lead to prejudice feature selection that may lead to incorrect 
discrimination between classes. Therefore, using traditional methods including machine learning usually 
requires manual features extraction, which greatly reduces efficiency. For example, Local Binary 
Patterns (LBP), LBP on three orthogonal planes (LBP-TOP), Histogram of Oriented Gradient (HOG), 
Scale-invariant Feature Transform (SIFT), Support Vector Machines (SVM). Relatively, features 
extraction is automatically implemented in Deep Learning. Convolutional Neural Network (CNN) is an 
extremely popular approach, which can automatically detect the most distinctive features without any 
manual supervision. It can also reduce the number of training network parameters to a certain extent, 
help the network enhance the generalization and avoid overfitting. Artificial intelligence uses this similar 
layered architecture to simulate the process of the core sensory region of the human brain. 

Benefit from the rapid development of DFER, the objective of this paper is to conduct an exhaustive 
review of the research on DFER through both traditional and machine learning models. At the same 
time, it introduces the latest research progress. Finally, the challenges that must be addressed to make 
DFER research applicable to real-world situations are discussed. 

2.  Method 

2.1.  Traditional model-based DFER 

2.1.1.  Histogram of oriented gradient (HOG)-based model 
Local objects are characterised by their form and appearance through the distribution of edge directions 
or local intensity gradients using HOG, a shape descriptor. The main purpose of this program is to detect 
objects, but it can also be used to intuitively model the shape of facial muscles through edge analysis. 
Moreover, the input data will not be a factor affecting the parameter configuration of HOG. However, 
if it is desired to achieve higher detection performance, it is required to adjust the HOG parameters to a 
fine scale inverse, more direction boxes, and medium-sized, strongly normalized, overlapping descriptor 
blocks. Existing study has shown that the highest FER performance can be achieved if the parameters 
are configured to a unit size of 7 pixels and 7 direction boxes [4]. HOG can be subdivided into 
rectangular HOG (R-HOG) and circular HOG (C-HOG) according to the geometric shape of the 
descriptor block. In DFER, the frame image is pre-processed using the HOG method, which typically 
involves converting the image to grayscale. The Sobel operator is then applied to determine the 
horizontal and vertical gradients. Subsequently, the image is split up into a number of descriptor blocks. 
In every block, the histogram of gradient directions is computed and the frequency of each gradient 
direction is documented. To generate the feature vector, the normalized gradient histograms are 
concatenated in the end. 
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2.1.2.  Support vector machines (SVM)-based model 
The capability to be used for classification and regression prediction can be obtained from SVM, a 
generalized linear classifier. It is suitable for pattern classification and regression-based applications. 
Due to its strong statistical basis and effectiveness, it is capable of using linear function hypothesis space 
in high-spatial feature area. By building a hyperplane which is associated with decision planes in higher 
dimensions, SVM performs classification. This hyper-plane refers as decision planes, which can make 
a distinguish between two different groups of data. Data in higher-dimensional spaces is categorized by 
constructing a hyperplane using a suitable non-linear mapping. The investigation of SVM involves 
examining the support vectors that determine the decision boundary and yield a significant marginal 
separation between the classes. SVM distinguishes between classes by recognizing different expression 
types with the maximum marginal distance [5]. In the study of dynamic facial expressions, the feature 
vector extracted by HOG can be input into the SVM library, and then the SVM became a useful tool to 
classify the observed facial emotions. SVM has been enhanced in different ways in recent decades, 
including Lagrangian SVM, twin SVM, Least Square SVM, Quantum SVM and many others 
improvements. 

2.2.  Deep Learning model-based DFER 

2.2.1.  Convolutional Neural Network (CNN)-based model 
Using CNN, the characteristic of countenance can be extracted through a feedforward neural network. 
The biggest difference from conventional feature extraction methods is that it does not require manual 
feature extraction and can respond to various features automatically. Its overall architecture includes 
input layer, folding layer, pooling layer and completely connected layer. In the study of DFER, the 
biggest difficulty is how to extract effective facial features in the video. Thanks to the convolution layer 
of CNN, it can continuously abstract the original frame image and extract effective features layer by 
layer. The multiple convolution cores in the convolution layer can ensure that CNN extracts multiple 
feature descriptions of facial expressions in each frame during the learning process. Recently, a study 
proposed a method to combine CNN and HOG to extract more comprehensive dynamic facial expression 
features [6]. If DFER is performed, ordinary CNN can only obtain the spatial relationship of the input 
data but not the temporal relationship. To overcome this limitation, the concept of 3D convolutional 
neural network (3DCNN) was proposed. Large deep CNN can use pure supervised learning. It is vital 
to note that the depth of CNN is very important for the realization of expression recognition. If a single 
convolutional layer is removed, its network performance will decrease. Especially when used on video 
sequences, this urgently requires very large and deep convolutional networks [7]. 

2.2.2.  Long Short-Term Memory (LSTM)-based model 
LSTM is an impactful tool for sequentially encoding spatiotemporal features. It was created to alleviate 
the gradient vanishing or exploding problem encountered by traditional recurrent neural networks when 
dealing with long-term dependency problems. It replaces the hidden layer of the traditional RNN with 
a composite unit containing input nodes, input gates, internal states, forget gates, and output gates [8]. 
It is within the realm of possibility for LSTM to bridge minimum delays of over 1000 discrete-time steps 
without sacrificing short-time delay capabilities by impelling a steadfast error flow through a Constant 
Error Carousel (CEC) within a particular unit. The processing and prediction of time series data can be 
effectively handled by using LSTM in the study of DFER, which effectively handles the temporal 
dependency of facial expression changes. At the same time, since LSTM has the effect of improving the 
robustness of the model to noise and uncertainty, LSTM can also effectively cope with the challenges 
brought by illumination changes and facial occlusion to DFER. After that, LSTM can be expanded to 
Bilateral LSTM (Bi-LSTM) [9]. Prediction can be achieved through the use of both past and future 
information by Bi-LSTM, but it has higher computational complexity and memory requirements than 
unilateral LSTM. Recently, a study proposed a method to use 3D-CNN and LSTM to extract the 
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provisional relationship between consecutive frames in video sequences, and found that the facial 
recognition rate was improved to a certain extent [10]. 

3.  Discussion 
In daily life, facial expressions are not static but dynamic, which makes video-based facial expression 
recognition became a mainstream trend. Although traditional models and deep learning models can 
roughly finish facial expression recognition, they are still facing many limitations and challenges. 
Conventional models have limited feature representation capabilities and rely on manual feature 
extraction, which may lead to an inaccurate capture of tiny shifts in facial expressions and longitudinal 
data present in dynamic facial expression sequences. While spatial feature dimensionality has been 
reduced via the use of Principal Component Analysis (PCA) [11], their ability to address the complexity 
of dynamic features is still limited. Therefore, evolving towards more complex models is necessary. 

Deep learning models leverage large datasets and complex layer structures to learn rich feature 
representations, which are more conducive to research in DFER compared to traditional models. 
However, they also introduce new challenges. For instance, their internal mechanisms are more complex, 
making the decision-making process difficult to interpret, thereby reducing model interpretability and 
credibility. While the use of Grad-CAM improves model interpretability and transparency [12], the 
black-box spontaneous of deep learning models remains a significant obstacle in sensitive areas, which 
is widely accepted. 

There are still many issues worth exploring in the topic of DFER research. For example, the 
processing time for single-frame data is lengthy, and the efficiency of storing and managing large 
amounts of video data is low. In the future, the Apache Spark framework may serve as an effective tool 
for distributed management and processing of large datasets [13]. External factors such as lighting 
changes, occlusion, and different shooting angles also pose challenges because they can significantly 
affect feature recognition accuracy. Developing more robust models that generalize well under different 
conditions is crucial. Furthermore, diversity in facial expressions due to factors such as gender, age, and 
ethnicity is often lacking in current datasets, restricting the practical application of models in real-world 
scenarios. Therefore, creating ideal dynamic facial expression datasets that include more attributes like 
gender, age, and ethnicity is necessary. Currently, only combining Transfer Learning (TL) can alleviate 
the problem of data imbalance and scarcity [14, 15]. Face video data may also contain sensitive 
information such as personal identity, behaviour patterns, and emotional states, raising serious ethical 
and privacy concerns regarding data collection and usage. Ensuring data anonymity and secure storage 
is crucial to prevent misuse of information and protect personal privacy. Facial expressions are just one 
component of human expression behaviour in reality. The emergence of social media and numerous 
digital platforms emphasizes the importance of Multimodal Sentiment Analysis (MSA) methods [16] 
that analyze human opinions on something from text, audio, images, etc. 

Future research should focus on developing more efficient and interpretable deep learning models, 
improving robustness to external variations, and optimizing frameworks for processing large-scale video 
data. Additionally, diversifying datasets, integrating multimodal emotional data, and creating more 
accurate and reliable DFER systems are essential. Safeguarding the privacy of adopted facial data is also 
crucial while facilitating the smooth progress of this research. 

By addressing these challenges, DFER technology can make significant strides in more practical and 
widespread applications, ultimately advancing fields such as human-computer interaction, 
psychological health monitoring, and public safety. 

4.  Conclusion 
This work conducts a comprehensive survey on traditional models and machine learning models used 
for DFER, with a focus on HOG, SVM, CNN, and LSTM algorithms. Even with the advancements made 
possible by the use of both traditional and deep learning models, a number of obstacles still exist. These 
include limitations in expressing dynamic facial features, sensitivity to external factors, limited data 
storage, and inefficient processing. Future research should focus on building datasets that include 
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diverse attributes such as gender, age, and race. Developing more robust recognition models to address 
the effects of occlusion, lighting, and angle variations on DFER is also essential. Ensuring the privacy 
and security of video data used in research is crucial for protecting personal identity and sensitive 
information. Utilizing multimodal emotion analysis models, which combine data from text, audio, and 
images, can enhance the practicality of facial expression recognition systems in real-world applications. 
Efforts to tackle these challenges can enhance the accuracy, reliability, and applicability of DFER in 
various domains. 
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Abstract. Traffic accidents have occurred frequently in recent years, causing great losses to 
personal and property safety. Studying traffic accident data is helpful to identify key factors of 
traffic accidents from big data. This paper processes and calculates big data based on the Spark 
platform. By introducing causal inference into the analysis of traffic accidents, it establishes the 
causal relationships between 17 factors and the severity of traffic accidents, thereby analyzing 
the root causes and intermediate causes of the accidents. In addition, this paper also conducts an 
intervention study to evaluate the influence weight of each factor. The study finds that the 
physical conditions of pedestrians and weather conditions are inferred to be the root causes, and 
the others are intermediate causes. Besides that, the presence of police force and reduced traffic 
volume are considered to be the best ways to reduce traffic accidents. Therefore, this article 
believes that in real life, we should reduce the incidence of traffic accidents by controlling traffic 
flow and increasing patrol or on-duty police force. These findings provide a scientific basis for 
traffic management departments to develop more effective traffic safety strategies. 

Keywords: traffic accident, big data, spark, causal inference, intervention study 

1.  Introduction 

1.1.  Research Background 
Over the past century, cities have been continuously developing. As a result, roads have become 
increasingly crisscrossed, and cars have gradually become a necessary part of citizens' daily lives. At 
present, a complicated transportation system has been established, with private cars being seen 
everywhere. However, this phenomenon leads to traffic congestion and frequent accidents, consequently 
resulting in huge personal and property losses. The economic losses caused by traffic accidents are about 
30 billion dollars each year, equivalent to approximately 3% of the gross national product of countries 
around the world[1].Therefore, how to effectively reduce the occurrence of traffic accidents, how to 
respond quickly after a traffic accident occurs, and how to reduce losses in an accident have become 
significant issues. 

1.2.  literature review 
In recent years, researchers have widely utilized big data to explore traffic accident data to find reasons 
and suggestions. This technology can provide new solutions efficiently in terms of exploring the causes 
behind accidents. In addition, it can help enrich existing accident analysis methods and avoid analytical 
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bias due to the subjective experience of analysts[2].Many scholars have successfully analyzed the 
several causes of accidents using big data and have a certain degree of confidence in predicting 
occurrence of accidents. Luo Yulin built an accident diagnosis model by combining random forest, 
decision tree and generalized regression neural network, quantitatively estimated the influence of each 
factor, and output the severity rating of the accident. Finally, the latter had a higher prediction success 
rate and was supported by examples[2]. Zheng Lai et al. established a T-S fuzzy fault tree with major 
traffic accidents as the top event, people, vehicles, roads and environment as the intermediate events, 
and 24 sub-factors as the basic events. They converted it into a Bayesian network, and then 
bidirectionally inferred the importance and posterior probability of the basic events to determine the 
main causes. The accuracy and reliability of the cause analysis results of major traffic accidents were 
improved through forward and reverse reasoning[3]. Han Tianyuan et al. constructed a hierarchical 
model of the mechanism of serious and major road traffic accidents based on text mining. The results 
show that the contribution values of the network of causes of major road traffic accidents are illegal 
behavior, safety hazards and improper operation from large to small. The coupling of the direct causes 
of illegal behavior and improper operation and the indirect causes of safety hazards is the fundamental 
reason for the instability of the safety operation system of major accidents[4]. 

With regard to a certain technology of big data, spark is especially suitable for the transportation 
field because of its memory-based computing characteristics. Spark makes it fast in processing 
distributed data which is exactly the type of traffic accident data. Many researchers have used Spark to 
conduct research in the transportation field. Ebtesam Alomari et al. proposed a method to automatically 
detect road traffic-related events from Saudi dialect tweets using machine learning and big data[5]. A. 
Saraswathi et al. implemented a real-time traffic monitoring system based on Spark. In the article, the 
traffic volume is predicted using connected vehicles and real-time streaming data is processed using 
Apache spark and the traffic volume is displayed on a dashboard using springboot[6]. Guo Yuda et al. 
designed and implemented an efficient parallel algorithm based on the Spark computing framework for 
road network segmentation and kernel density calculation in road network kernel density estimation. 
Taking traffic accidents as an example, four groups of experiments were conducted for comparative 
analysis. The results show that the road network kernel density estimation parallel algorithm based on 
the Spark computing framework has high computational efficiency and good scalability[7].Spark can 
help process a large amount of traffic accident data in this experiment. This paper attempts to study 
traffic accidents based on causal inference on the Spark platform. 

1.3.  Research gaps 
Admittedly, existing research has certainly analyzed the impact of various factors on traffic accidents 
and can obtain the weight ranking of each factor. However, most of the previous studies used traditional 
methods such as neural networks and regression analysis, which lacked in-depth discussion of causal 
relationships, making it difficult to identify the true causes of accidents among various factors. 
Meanwhile, many studies focused on the relationship between a single factor and traffic accidents, but 
the data dimension is limited and insufficient to reflect the overall situation. Furthermore, most or a 
large portion of current research utilized limited data samples, which may fail to accurately represent 
the overall situation. Existing research has not explored the potential for improvement through targeted 
interventions, which is a significant gap in the current literature. If causal inference is introduced to the 
research in traffic accident data and Bayesian networks (BN) are used to introduce external interventions, 
it can help define the causal effects of external interventions and describe the causal relationships 
between multiple variables related to accidents[8]. Consequently, it helps obtain conclusions on how 
much accident reduction can be achieved under certain intervention, thus effectively identifying the 
improvement priorities in accident prevention practice and guiding relevant activities. 

Causal inference is a cutting-edge direction currently, and has not yet been applied in the field of 
traffic accident analysis and prediction. However, it has achieved success in fields such as medicine and 
education. Zhang Yu solved the self-selection bias in the field of education based on causal inference[9]. 
Li Shiyuan et al. studied the causal relationship between the participation of extracurricular tutoring and 
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the generation of negative emotions of middle school students in mainland China based on two phases 
of data from the China Education Longitudinal Survey, and answered questions such as "whether 
participation in extracurricular tutoring causes depression" and "who is depressed" at a quantitative 
level[10]. Liu Xinhui et al. started with realistic data and used series of causal inference methods to 
screen health index indicators that have evidence-based causal relationships with health/disease 
outcomes, which can provide more practical and valuable real-world evidence for health/disease 
management[11]. 

1.4.  Research Topic and method 
In this study, the research steps are divided into two distinct components: the data processing phase, 
which involves preparing the data for analysis, and the causal inference phase, which involves 
identifying the causal relationships between variables. 

This experiment uses the traffic accident data of the United States from 2005 to 2007 as the data set, 
and uses Pandas to process the relevant data. This data set has 33 dimensions. First, the irrelevant data 
of the traffic accident link is predicted to be cleared, and then the missing values will be cleared or filled. 
Afterwards, the object data type is indicated to be normalized, and finally a data set that can identify 
causal relationships is obtained. 

After the above processing, the CasualModel of the Dowhy library is introduced for causal 
relationship identification, and Matplotlib is used for visualization to obtain the causal relationship 
diagram of the entire data set. Through these operations, which factor should be the cause, which factor 
ought to be the effect and the relationship of them could be revealed. 

After analyzing the causal relationship from the obtained causal relationship diagram, this article will 
continue to discover the results of interventions. The variables are estimated in the obtained causal 
relationship to obtain the influence weight of each factor, thereby evaluating their intervention effects. 
Finally, in order to evaluate the accuracy and authenticity of the experiment, a refutation test is 
performed. 

2.  Experiment 

2.1.  data processing 
This experiment utilizes a comprehensive dataset of traffic accidents in the United States, spanning from 
2005 to 2007, which serves as the foundation for our analysis. This data set has many dimensions, covers 
a comprehensive range, and has a huge amount of data. The specific data types are shown in table 1. 

Table 1. Unprocessed data types 

Accident_Index object Location_Easting_OSGR float 

Accident_Severity int Location_Northing_OSGR float 

Number_of_Vehicles int Did_Police_Officer_Attend_Scene_of_Accident object 

Number_of_Casualties int Local_Authority_(Highway) object 

Light_Conditions object Pedestrian_Crossing-Human_Control object 

Weather_Conditions object Pedestrian_Crossing-Physical_Facilities object 

Carriageway_Hazards object Road_Surface_Conditions object 

Urban_or_Rural_Area int Special_Conditions_at_Site object 

Local_Authority_(District) int LSOA_of_Accident_Location object 
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Longitude float Police_Force int 

Latitude float Day_of_Week int 

Date object Road_Type object 

Time object Speed_limit int 

Year int Junction_Detail float 

Junction_Control object 1st_Road_Number int 

1st_Road_Class int 2nd_Road_Number int 

2nd_Road_Class int 
 
From the above table, the data dimension statistics are composed of 5 items of float type, 13 items 

of int type, and 15 items of object type. This data set includes factors, some of which are considered to 
be the causes affecting traffic accidents, such as human factors, pedestrians, environmental factors, 
weather, etc. Some other factors are traffic accident severity evaluation criteria, such as accident severity 
rating and number of injured victims. The data set contains a total of 570,000 traffic accident data. 
Therefore, the data set can meet the experimental requirements, and the final conclusion is also of 
reference value. 

There are some irrelevant variables in this data set, such as the accident ID and the year of the 
accident, which are not very useful for studying the cause of the accident. Apart from these data, missing 
values are also a large part of the data set and need to be processed as well. This article uses the drop() 
method and dropna() method of Python's Pandas library to process the irrelevant variables and missing 
values. 

Afterwards, since the Dowhy library used for causal inference cannot process the object type, an 
effective method must be used to convert object type data in the data set into integer or float type. The 
LabelEncoder method of the sklearn.preprocessing library can help. It uses a value between 0 and 
number of categories - 1 to encode the target label and convert non-numeric data into numeric data. This 
paper processes 15 object type data by this method. After the above series of data processing, the final 
data set consists of 18 dimensions and 315,000 traffic accident data. The processed data types are shown 
in table 2. 

Table 2. Processed data types 

Day_of_Week int Police_Force int 

Accident_Severity int Time float 

Number_of_Vehicles int Did_Police_Officer_Attend_Scene_of_Accident int 

Number_of_Casualties int Speed_limit int 

Light_Conditions int Pedestrian_Crossing-Human_Control int 

Weather_Conditions int Pedestrian_Crossing-Physical_Facilities int 

Carriageway_Hazards int Road_Surface_Conditions int 

Table 1. (continued). 
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Urban_or_Rural_Area int Special_Conditions_at_Site int 

Road_Type int Junction_Control int 

2.2.  causal relationships identification 
Actually, there must be certain causal relationships between the variables that cause traffic accidents. 
However, it is difficult to construct a correct causal relationship graph based solely on prior knowledge. 
The causal inference library(Dowhy) can help with causal relationship discovery. PC and GES are 
widely used and fast causal discovery methods. Therefore, this paper attempts to discover the causal 
relationship graph by introducing the PC and GES methods, and visualize the causal graph through the 
GraphUtils library and the pyplot library. 

There is a significant difference between the causal diagrams obtained by PC and GES methods. The 
PC algorithm was proposed by Peter Spirtes et al. It is an algorithm based on conditional independence 
testing. The core idea of the PC algorithm is to construct a causal graph by observing the variable pairs 
in the data to determine whether they are directly or indirectly related based on conditional independence 
tests. On the other hand, the GES algorithm assumes that there is no causal relationship between most 
variables and tries to find a sparse causal structure. When analyzing the relationship between the severity 
of traffic accidents and light conditions, GES believes that the severity of traffic accidents causes light 
conditions. Thus, comparing the causal graphs obtained by PC and GES, PC is more in line with prior 
knowledge and more correspond to the reality. However, according to prior knowledge, light conditions 
are objective conditions, and the causal relationship between the two should be that, potentially, light 
conditions cause traffic accidents to a certain extent. So there is a contradiction between the GES causal 
diagram and prior knowledge. While, the causal relationship analyzed by PC is consistent with prior 
knowledge. This paper analyzes the causal relationship obtained by the PC method.  

The causal graph clearly illustrates 2 nodes, Pedestrian_Crossing-Physical_Facilities and 
Weather_Conditions, as the initial nodes, which are the root causes. The police force involved in the 
accident handling is Police_Force, and the accident severity is Accident_Severity, which are the final 
nodes and the final results of the entire cause-effect diagram. 

The accident severity is directly affected by Special_Conditions_at_Site,Junction_Control, 
Number_of_Vehicles,Light_Conditions,Speed_limit,Number_of_Casualties,Urban_or_Rural_Area,Di
d_Police_Officer_Attend_Scene_of_Accident,Weather_Conditions and other variables, and is 
indirectly affected by other variables. It does prove that traffic accidents are the result of multiple factors.  

The node Police_force is directly affected by some variables such as Pedestrian_Crossing-
Physical_Facilities,Junction_Control,Road_Surface_Conditions,Urban_or_Rural_Area,Did_Police_Of
ficer_Attend_Scene_of_Accident, and is also indirectly affected by some other variables. These 
relationships reveal that when the factors which result in traffic accidents are different, the police force 
dispatched will change accordingly. 

Besides, the number of casualties, a variable that people pay attention to, is related to 
Road_Surface_Conditions,Speed_limit,Did_Police_Officer_Attend_Scene_of_Accident,Light_Condit
ions,Junction_Control,Number_of_Vehicles,Urban_or_Rural_Area. It shows that whether an accident 
will cause casualties is potentially related to the condition of the road surface, the speed limit, the 
presence of police, the lighting conditions, whether the traffic lights at the intersection are working 
properly, the volume of traffic, and whether it is in an urban area. 

2.3.  Estimation 
If changing a variable lead to a change in the final dependent variable, then it can be defined that the 
variable will cause the dependent variable to occur. In this process, everything else remains unchanged. 

Table 2. (continued). 
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Therefore, in this step, this article identifies the causal relationship and effect to be estimated through 
the properties of the causal graph. 

In this paper, all factors except Accident_Severity are estimated as intervention parameters. First, set 
the parameters treatment and outcome to the variable to be estimated and the dependent variable 
respectively, and establish a causal model for the variable to be estimated and the accident severity 
(Accident_Severity). Then utilize the identify_effect() method and estimate_effect() method of the 
causal model for estimation. This paper estimates the intervention of each factor through the backdoor 
criterion of structural causal model. 

In the estimation step, the estimated values of other variables are shown in figure 1 

 
Figure 1. Estimated values. 

Number_of_Vehicles,Number_of_Casualties,Did_Police_Officer_Attend_Scene_of_Accident,Urb
an_or_Rural_Area and Light_Conditions have significantly greater estimates of accident severity than 
other variables. It shows that the size of the traffic volume, the number of casualties, whether there are 
police on the scene, whether it is a urban area or a rural area, and the quality of lighting conditions have 
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a significant causal relationship with the severity of traffic accidents. Other factors need to have an 
impact by acting on these five factors. 

2.4.  Refutation Test 
In order to verify the reliability of the above causal estimation results, we conducted a refutation test. In 
fact, the causal relationship in the causal diagram obtained from the second step is only a hypothesis 
about various factors in this article. The refutation test is to verify whether this hypothesis is correct. 
The basic idea of the refutation test is using the random common cause method. Random common causes 
are random, non-specific causes that are prevalent in the observed data and affect multiple variables. 
These causes are often unpredictable and interfere with inferences about causal relationships. In this 
article, this method is used to eliminate the influence of these interferences. Its specific operation is 
adding random covariates to the data and rerun the analysis to see if the causal estimate changes. If the 
hypothesis is correct at the beginning, the causal estimate should not change much.  

This paper uses statistical tools to evaluate the interference caused by this random variable. Among 
them, the P value is a key concept. P value is a parameter in statistics used to evaluate the significance 
of the difference between observed data and the null hypothesis. It represents the probability of 
observing the current sample or more extreme cases if the hypothesis is true. Assuming that this random 
common cause has no relationship with the causal relationship, after the refutation of this method, the 
obtained P values should be relatively large, thereby lending support to the original causal hypothesis. 

However, it is important to note that a large p-value only indicates that the added random common 
cause has little influence on the causal estimate, but it cannot directly prove that the original hypothesis 
is correct, as there may be other unconsidered influencing factors. 

After using the random common cause method, the new effect value is shown in figure 2, and the 
ratio of the original effect to the new effect is shown in figure 3. 

 
Figure 2. Re-estimated values.              Figure 3. Ratio values. 
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The ratio of the original effect to the new effect is generally close to 1, which indicates that the causal 
estimate does not change much. It shows that the original hypothesis is correct. 

The P value is shown in figure 4. 

 
Figure 4. P values. 

As shown in the data in the figure, the P values are generally high, and the P values of the two 
variables Did_Police_Officer_Attend_Scene_of_Accident and Weather_Conditions reach 1. This 
suggests that the addition of random common causes has almost no effect on the cause-effect 
relationships. Therefore, the causal relationships in the causal graph obtained in the second step are 
hardly affected by the covariates. Thus, it reflects that the credibility of the causal relationship between 
these seventeen factors and Accident_Severity is very high. 

3.  Conclusion 
This study identifies the complex causal relationships between all factors, among which the physical 
conditions for pedestrian traffic and weather conditions are the root causes that lead to traffic accidents 
and the dispatch of police forces. In the estimation, this paper finds that intervening with traffic volume 
and presence of police has the large impacts on the severity of traffic accidents. In addition, this paper 
conducts a refutation test using the random common cause method and statistical methods, and the 
results shows that the above causal relationship is highly credible. Therefore, the results of the causal 
relationships mining and intervention experiment are of reference value for the actual situation. 
Controlling traffic flow and increasing police patrols can effectively help reduce the occurrence of traffic 
accidents.  

This paper introduces causal inference into the field of traffic accident analysis for the first time. It 
not only conducts a causal relationship study to reveal the reasons that lead to the severity of the accident, 
but also, from the perspective of improvement, does research. This can provide future researchers with 
a new method to study traffic accidents. By analyzing the improvement of traffic accidents from the 
perspective of intervention, this study helps traffic management departments to identify improvement 
priorities and reduce the occurrence of traffic accidents.  

This study relies on causal inference and only identifies the overall causal relationship of all factors. 
In the future, the specific causal relationships between each factor can also be studied, so as to show the 
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causal relationships more deeply and specifically, and to use this to determine the root cause of the effect 
of the intervention. 
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Abstract. In the context of increasing global agricultural challenges, the application of artificial 
intelligence technology in the agricultural field is increasingly a trend, especially in the 
production of agricultural products, intelligent identification technology has shown the potential 
to significantly improve production efficiency and optimize yield and quality. By the mid-21st 
century, demand for food production is expected to reach 50 percent, and there will be enormous 
pressure to achieve this goal with traditional agricultural technologies, which could be achieved 
through the application of artificial intelligence. The application of artificial intelligence 
technology in modern agricultural production will be analyzed in detail in this paper, the 
guidance of future research fields will be proposed, and the existing challenges and technical 
problems will be identified and discussed in order to promote the deepening and wide application 
of intelligent agriculture. This paper specifically discusses examples of applications in orchard 
management, pest detection, and automated harvesting and summarizes the effectiveness and 
obstacles of these techniques. 

Keywords: Agriculture Intelligence, artificial intelligence, intelligent identification technology, 
orchard management 

1.  Introduction 
Technology-intensive agricultural production mode has gradually replaced the traditional labor-
intensive mode, which is particularly critical in agriculture, the basic industry of human society. In recent 
years, the progress of deep learning and computer vision technology has significantly promoted the 
application of artificial intelligence in agricultural production. As a major apple producer, China needs 
to consume a lot of manpower and material resources in its picking stage. Therefore, China gradually 
began to develop intelligent agriculture. In the fields of fruit and vegetable cultivation management, 
disease and pest warning, and agricultural harvesting automation, advanced identification technologies, 
such as YOLOv5-driven target detection algorithms, have shown significant potential and efficiency [1]. 
The modern agricultural landscape is witnessing an unprecedented foray of Artificial Intelligence (AI) 
technology, which is profoundly transforming productivity and output quality through sophisticated 
smart recognition mechanisms. Focusing particularly on the intricate dynamics of orchard management, 
we uncover AI's exceptional capabilities in pinpointing diseases and pests with accuracy, and its 
transformative influence on the sphere of automated harvesting. Within the domain of crop yield, the 
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assimilation of AI has unleashed a significant surge in operational efficiency, lessened dependence on 
manual labor, and fostered superior-grade produce, thereby escalating their competitive edge in the 
market. Bridging the gap between practical agricultural situations and extensive scholarly research, this 
investigation sheds light on the myriad uses and technological prowess of AI in farming, ultimately 
striving to propel the growth of China's agricultural sector [2]. 

2.  Overview of intelligent agricultural technology applications 
The infusion of artificial intelligence into the fertile soil of agricultural methods is sowing the seeds of 
a groundbreaking revolution, fundamentally reforming the way we nurture and reap the bounties of our 
earth. The labor-intensive conventional farming approach frequently struggles with inefficiencies and 
precision deficits. Thanks to cutting-edge artificial intelligence technologies, including big data analysis, 
computer vision and image recognition technologies, automated and intelligent agricultural production 
has been realized. Fruit tree cultivation and management is a key stage of agricultural production, 
covering many fields such as planting technology, pruning process, irrigation and fertilizer application 
as shown in figure 1. For example, Liu Zilong et al. proposed the upgraded YOLOv5 algorithm, 
combined with the coordinate attention mechanism, perceptron components and adaptive spatial feature 
fusion strategy, which can significantly improve the efficiency of apple growth monitoring [1]. 
Intelligent irrigation and fertilization systems, based on artificial intelligence technology, accurately 
evaluate the water and nutrient needs of crops and realize accurate irrigation and fertilization to reduce 
resource consumption. By integrating artificial intelligence technology into orchard operations, not only 
can the environmental burden be reduced, but also the management efficiency can be significantly 
improved, thus promoting the development of green and sustainable agriculture. 

 
Figure 1. The relationship diagram of AI application in agriculture 

3.  Specific application of artificial intelligence in orchard management 

3.1.  Application in the monitoring of diseases and insect pests 
In the process of crop production, the pests and diseases always constitute a major agricultural challenge. 
The occurrence of major crop diseases and insect pests may lead to a significant decline in yield and 
cause irreversible damage to national agriculture and peasant household economy. Real-time crop health 
monitoring can be achieved by using image recognition technology and using deep learning methods to 
achieve pest control. With the help of remote sensing technology and Internet means, the detection of 
diseases and pests of crop plants can be implemented, which can accurately identify diseases and pests. 
For example, Shi Jialu et al. proposed that through image acquisition technology to analyze the plants 
affected by diseases and pests, we can identify the specific pest category[3]. Through the interaction of 
image recognition technology and the Internet, these functions can be realized; on the other hand, 
convolutional neural network (CNN) can also play a key role by learning the images of a large number 
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of diseases and pests, automatically extract and identify the unique characteristics of diseases and pests, 
improve the accuracy of diseases and pest diagnosis, enable farmers to take effective control measures 
and reduce pesticide dependence. 

3.2.  Application in agricultural product harvest 
As the amber glow of fall blankets the countryside, farmers delve into the strenuous endeavor of 
harvesting nature's abundance.For ages, Chinese agriculture has been steeped in labor-intensive 
techniques and rudimentary tools, a centuries-old tradition that now stands in stark contrast to the rapid 
advancements in artificial intelligence. The drawbacks of these conventional approaches have 
increasingly become evident, primarily their time-consuming nature, physical rigor, and, sadly, the risk 
of crop wastage and inefficient resource utilization. However, the emergence of AI technology signals 
a paradigm shift, ushering in an era of smart and autonomous farming. This revolutionary innovation 
not only amplifies crop yields exponentially but also fortifies the financial robustness and competitive 
stance of the agricultural sector. A groundbreaking revolution lies in an innovative visual system, skilled 
in decoding the intricate layers of crop canopies. This paves the way for a deeper comprehension of the 
spatial dynamics that unfold within fruit orchards, ensuring the seamless and optimized operation of 
robotic harvesters. The secret to unlocking the latent power of our farming techniques resides in this 
trailblazing technology [4]. As proposed by Gao Rongliang, integrating image recognition with the 
might of big data can create algorithmic models that mimic and elevate existing harvesting approaches. 
By harnessing the power of data analytics, it refines operational routes and tactics, thus amplifying 
productivity. Agricultural robots, armed with intelligent recognition technology, can now accurately 
identify ripened fruits and execute their picking duties with remarkable precision, thereby significantly 
boosting harvest quantities and reliability [5]. By leveraging advanced artificial intelligence systems and 
fusing them with cutting-edge camera and sensor technologies, the exact pinpointing of fruits amidst 
complex agricultural terrains becomes achievable. As a result, a dexterous robotic arm performs the 
harvesting task with a delicate touch, ensuring minimal fruit bruising and maximum crop yield. This 
innovative approach caters to the escalating need for streamlined and efficient agricultural output, 
appealing to a broader audience concerned with sustainable food production.  

3.3.  Application in agricultural product detection 
As scientific advancements march forward, the bar for product excellence is consistently raised. In the 
realm of agricultural produce assessment, conventional approaches fall short due to their sluggish pace 
and susceptibility to human bias. By harnessing the power of image recognition technology and 
sophisticated machine learning algorithms, we can promptly and precisely evaluate both the external 
appearance and hidden quality of agricultural goods, revolutionizing the industry. Step-by-step 
classification benefits from the optimized image recognition algorithm. By detecting the color, shape, 
and size of fruits and vegetables, we efficiently screen high-quality products, improve the quality 
utilization rate of various products, and reduce loss. 

3.4.  Application in data analysis 
Accurate agricultural data analysis plays a crucial role in shaping national agricultural development 
strategies. Leveraging artificial intelligence technology to optimize agricultural data analysis can 
effectively provide more precise and robust support for the country's agricultural strategies. In a recent 
study conducted by Ye Ting and her team in 2022, they explored the application of data mining in the 
agricultural sector. The research highlighted the significant potential of integrating data mining 
technology into agricultural production to improve the efficiency and scientific validity of agricultural 
management and operations[6]. 

By tapping into the capabilities of artificial intelligence, a profound comprehension of agriculture's 
past and present scenarios unfolds, shedding light on the essence of crop vitality, weather fluctuations, 
and soil attributes. This knowledge equips farmers with the tools to devise sharper and more efficient 
cultivation approaches. A predictive model, powered by the LSTM algorithm's sophisticated memory, 
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accurately forecasts optimal planting and harvesting moments, aligning with crop life cycles and 
meteorological data. Integrating cutting-edge recognition technology and extensive data analysis, the 
incessant well-being of crops is diligently monitored, facilitating immediate interventions and insightful 
choices.This pioneering approach empowers farmers with the skill to promptly detect and remedy any 
agricultural mishaps, thereby mitigating potential hazards and reducing losses significantly. As a result, 
it boosts the overall efficiency of farming endeavors. Furthermore, the groundbreaking fusion of 
Artificial Neural Networks (ANN) and Multi-Objective Genetic Algorithms (MOGA) revolutionizes 
the way energy consumption and greenhouse gas emissions in fruit farming are modeled, paving the 
way for their optimal management[7]. 

3.5.  Application in the traceability system of agricultural products 
At the core of agricultural produce consumption lies the pivotal concern of food security, a decisive 
factor that profoundly influences the well-being and existential peace of mind of consumers. Ensuring 
food safety through conventional means, such as rigorous laboratory assessments and painstaking visual 
inspections, often entail intricate procedures and lengthy durations. In this context, the groundbreaking 
integration of artificial intelligence technology into developing a smart traceability system promises to 
greatly enhance protective measures, thereby revolutionizing the entire domain of food safety. 

By harnessing sophisticated intelligent recognition technology alongside the robust backbone of 
blockchain technology and profound data insights, a revolutionary Smart Traceability ecosystem can be 
forged for seamless and all-encompassing food safety oversight and authentication. This cutting-edge 
system knits together smart labeling and the magic of QR codes, weaving a comprehensive narrative of 
food's journey from inception to delivery. In the fertile landscape of agriculture, this technology takes 
center stage, seamlessly uploading details of provenance and cultivation into the unalterable blockchain 
ledger, thereby fortifying the reliability of agricultural information. Furthermore, stealthy sensors 
nestled within the packaging serve as diligent guardians, monitoring environmental conditions and 
product integrity throughout their voyage, ensuring that only the highest quality offerings reach the 
hands of consumers 

4.  Future prospects and existing challenges 
Although in the process of intelligent agricultural production, artificial intelligence technology has 
shown great development, but its popularization and implementation are still facing significant obstacles. 
Yuan Shufang mentioned in her publication "Discussion on the Application of Artificial Intelligence 
Technology in Intelligent Agriculture Production" that in the complex agricultural ecological 
environment, the accuracy of intelligent identification may encounter challenges, and it is necessary to 
continue to optimize the algorithm and expand the data sample database[8]. The high cost of introducing 
a large number of advanced equipment into modern agriculture is also a big problem. Globally, small 
farms account for a third of the total, compared with 80 percent in China, putting a heavy burden on 
many small farmers. Implementing a collaborative farming paradigm and fostering a spirit of collective 
endeavor could dramatically reshape the economics of rural regions. Coupling this innovative approach 
with state-of-the-art machinery and technological advancements paints a promising picture. However, 
the hurdles of limited tech penetration and farmers' inadequate technical prowess call for intensified 
efforts in knowledge dissemination, training programs, and skill-enhancing seminars. These steps would 
facilitate the seamless integration of intelligent agricultural innovations. Furthermore, the pivotal role 
of supportive policies and industry backing in hastening the adoption of smart agri-tech solutions cannot 
be overlooked. The crucial role of government involvement is undeniable, especially when it comes to 
empowering small-scale farmers with state-of-the-art tools and technological know-how. Through 
sponsorships and financial assistance, governments foster a paradigm shift in agriculture, boosting 
overall productivity. This empowerment doesn't just energize farmers; it ignites a transformative 
agricultural revolution, opening up new horizons in the domain. 
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5.  Conclusion 
A comprehensive delve into the realm of intelligent agriculture reveals the far-reaching impact and 
pervasive presence of artificial intelligence within the fertile soil of farming. It has revolutionized 
conventional farming methodologies, uplifting productivity and accuracy to unparalleled levels, and 
skillfully harmonizing resource allocation for enhanced crop quality. This discussion uncovers the 
unique contributions of mammoth data analysis, intricate deep learning algorithms, perceptive computer 
vision, IoT-driven sensor networks, revolutionary robotics, unmanned aerial vehicles (UAVs), and 
cutting-edge remote sensing technology. These interconnected innovations form a robust scaffold, 
propelling the evolution of modern agriculture. 

Despite the progressive infiltration of intelligent agricultural technology, certain limitations persist. 
Sensors and Internet of Things (IoT) devices, though prolific data generators, still call for enhancements 
in data precision and reliability. Likewise, the promise of deep learning and computer vision 
technologies is conditional upon the caliber of data sets and the refinement of algorithms. The realm of 
agricultural robotics encounters challenges in navigational exactitude and economic feasibility. Though 
Unmanned Aerial Vehicles (UAVs) and remote sensing technology offer comprehensive surveillance, 
their operational reach and monitoring intensity could be more robust. 

In the realm of future exploration, several key areas warrant attention. Primarily, advancements in 
data acquisition and processing methodologies are crucial to guarantee the excellence and uniformity of 
data. Secondly, refining deep learning algorithms and computer vision techniques can significantly 
enhance their efficacy within the agricultural domain. Concurrently, it's imperative to lessen the 
financial burden associated with agricultural robotics while boosting their operational precision. In 
conclusion, the exploration of Unmanned Aerial Vehicles (UAVs) and remote sensing technology must 
push beyond conventional limits to forge advanced and resilient instruments for agricultural oversight 
and governance. The realm of intelligent agriculture ushers in a fresh era of eco-conscious farming 
progress, revealing a wealth of untapped potential. Despite current challenges, the relentless evolution 
and enhancement of these technologies augur a pivotal role for smart agriculture in the future. It stands 
ready to significantly influence global food security and foster the sustainable transformation of 
agricultural methods across the globe. 
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Abstract. In the current era of information, the rise of big data technology has become a key 
force driving the development of the medical and health field. Statistical methods, as core tools 
for data analysis, have demonstrated unique advantages in processing vast medical datasets. 
This paper comprehensively analyzes the various applications of big data statistical methods in 
the medical and health field, focusing particularly on their practical effects and potential value 
in disease prediction, epidemiological research, medical resource optimization, and 
personalized medical services. Through a review of relevant literature and in-depth discussions 
of multiple cases, this paper reveals how statistical methods play a crucial role in improving 
diagnostic accuracy and medical service efficiency. It also addresses the challenges faced in 
actual applications, such as data privacy protection and technical standardization. 

Keywords: Big data, statistical methods, medical health, disease prediction, personalized 
medicine. 

1.  Introduction 
With the rapid development of big data technology, the medical and health field is experiencing an 
unprecedented transformation. Big data not only provides the ability to handle complex health 
information but also brings profound challenges and innovative opportunities to traditional medical 
models. Statistics, as a science of dealing with data relationships and analyzing data structures, has 
now become a bridge for interpreting these complex medical data. Through precise data processing 
techniques, disease prediction has become more accurate, epidemic control more effective, resource 
allocation more reasonable, and immense potential has been shown in personalized medicine. Against 
the backdrop of global health governance, effectively utilizing statistical methods can not only 
enhance the quality and efficiency of medical care but also play a crucial role during public health 
crises. However, as technology rapidly advances, how to use these data responsibly while ensuring 
individual privacy, and how to enhance the accuracy and reliability of data analysis, remain significant 
challenges in the medical and health field. 

2.  Basic Concepts and Developments of Big Data and Statistical Methods 

2.1.  Definition and Characteristics of Big Data Technology 
Big data technology refers to the techniques for processing large-scale, multi-type data collections at 
high speeds, allowing valuable information to be extracted from vast amounts of data. In the medical 
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and health field, these data often come from electronic health records, medical imaging, genomic data, 
patient-reported information, and the internet. The core characteristics of big data include large 
volume, a wide variety of types, rapid processing speed, and low value density, which make big data 
technology a key tool for transforming medical and health information [1]. 

2.2.  Application of Statistical Methods in Big Data Analysis 
The application of statistical methods in big data analysis in the medical field mainly focuses on data 
organization, analysis, and interpretation. This includes using descriptive statistics to summarize the 
basic characteristics of data, employing inferential statistics to generalize from sample data to larger 
populations, and utilizing predictive models and machine learning algorithms to predict future events 
or determine correlations between variables. For example, by applying regression analysis, researchers 
can understand and predict the effects of certain drugs on different patient groups, or identify patient 
groups with similar disease presentations through cluster analysis. 

2.3.  Development Trends and Technological Innovations 
As technology continuously advances, the development of big data and statistical methods is also 
accelerating. The integration of cloud computing, the Internet of Things (IoT), and artificial 
intelligence technologies makes data collection and analysis more efficient and precise. In the medical 
field, this means faster disease monitoring and alerting, and more accurate design of personalized 
treatment plans. Furthermore, with enhanced computing capabilities and innovative algorithms, future 
statistical methods will be able to handle more complex datasets, providing deeper insights, thus 
promoting more efficient and personalized medical services. 

3.  Applications of Big Data Statistical Methods in Disease Prediction and Epidemiology 

3.1.  Disease Risk Assessment Using Big Data 
Big data statistical methods play a crucial role in disease risk assessment. By analyzing vast amounts 
of data on patients’ historical health records, lifestyle habits, genetic information, etc., statistical 
models can identify high-risk groups and predict the likelihood of specific diseases. For example, 
using logistic regression analysis, researchers can determine which factors are closely associated with 
chronic diseases such as heart disease and diabetes, thereby providing a basis for early intervention 
and preventive treatment. 

3.2.  Data Mining Techniques in Epidemiological Research 
Data mining techniques are increasingly used in epidemiological research, especially in the analysis of 
outbreak and spread patterns of diseases. By mining and analyzing data from social media, medical 
devices, and online health portals, researchers can monitor disease transmission trends in real-time, 
identify hotspots of outbreaks, and evaluate the effectiveness of control measures. Additionally, 
machine learning techniques like random forests and support vector machines are used to predict 
disease outbreaks and trends, enhancing the precision and speed of responses [2]. 

3.3.  Case Study: Using Statistical Methods to Track the Spread of Epidemics 
During the recent COVID-19 pandemic, statistical methods played a crucial role in analyzing and 
tracking the virus's transmission pathways. Through integrated models and network analysis, 
researchers were able to map out the virus's transmission networks, identify super-spreaders, and 
assess the effectiveness of various public health interventions. For instance, using time-series analysis 
to predict the peaks and declines of the pandemic, thereby providing a scientific basis for the 
allocation of medical resources and the formulation of public health policies. 
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4.  Applications of Big Data in Medical Resource Optimization and Management 

4.1.  Data-Driven Models for Medical Resource Allocation 
In the area of medical resource optimization, big data statistical methods provide an efficient data-
driven decision-making model. These models help medical institutions and policymakers optimize 
resource distribution by analyzing data on medical service usage, patient geographical distribution, 
and disease prevalence trends. For example, predictive models forecast future patient numbers and 
medical needs in a specific area, allowing for the proactive deployment of medical personnel and 
equipment to manage potential medical pressures. 

4.2.  Optimization of Medical Costs and Service Efficiency 
Big data technology also plays a key role in controlling medical costs and enhancing service efficiency. 
Through statistical analysis, medical institutions can identify cost-driving factors, assess the cost-
effectiveness of different treatment options, and optimize service processes. For instance, by analyzing 
data from patient treatment processes, it is possible to determine which medical procedures are 
necessary and which may lead to resource wastage, thereby improving the overall efficiency and 
quality of medical services. 

4.3.  Case Study: The Effectiveness of Statistical Models in Hospital Management 
In a case study at a comprehensive hospital, the introduction of data analysis and statistical models 
enabled the hospital's management to more accurately predict daily patient flows and optimize 
manpower resources in emergency and outpatient departments. Moreover, detailed analysis of medical 
service processes helped the hospital identify efficient and inefficient service elements, significantly 
improving service quality and reducing operational costs [3]. 

5.  Personalized Medicine and the Integration with Big Data 

5.1.  From Data Analysis to Personalized Treatment Plans 
Personalized medicine is one of the significant applications of big data technology. By analyzing a 
patient’s genetic information, lifestyle, medical history, and other health-related data, doctors can 
tailor specific treatment plans for each patient. Statistical methods play a key role in this process by 
providing precise data analysis, predicting the effectiveness of drugs for specific patients, or 
identifying potential side effects of treatment methods. This approach not only enhances treatment 
effectiveness but also significantly reduces medical costs and patient risks. 

5.2.  Predictive Models Based on Patient Data for Treatment Outcomes 
Predictive models developed using statistical methods can accurately forecast treatment outcomes, 
which is vital for disease management and treatment decisions. For example, by analyzing clinical 
data and genotypes of cancer patients, predictive models can forecast chemotherapy responsiveness, 
assisting doctors in choosing the most suitable treatment plan. This method not only enhances the level 
of treatment personalization but also improves survival rates and quality of life for patients [4]. 

5.3.  Technological Innovations and Future Trends: Intelligent Health Monitoring Systems 
With the development of the Internet of Things and artificial intelligence technologies, intelligent 
health monitoring systems are becoming a significant trend in personalized medicine. These systems 
continuously monitor a patient’s health status, collecting and analyzing various physiological 
parameters, such as heart rate and blood pressure. By statistically analyzing this data, the systems can 
promptly alert potential health issues and automatically adjust treatment plans. This not only enhances 
the efficiency of medical services but also greatly facilitates patients’ daily lives.[5] 
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6.  Conclusion 
This study, through in-depth exploration of the application of big data and statistical methods in the 
medical and health field, reveals how these technologies revolutionize modern medical practices, 
especially in areas like disease prediction, epidemiological research, medical resource optimization, 
and personalized medical services. Big data not only optimizes the medical decision-making process, 
enhances the precision and efficiency of treatment plans but also provides robust support for public 
health management. However, as technology rapidly evolves and its applications expand, ensuring 
data security and privacy, addressing ethical issues in data analysis, and further enhancing the 
accessibility and acceptability of analysis techniques remain critical challenges for future research and 
practice. These challenges also offer new research directions, indicating that the field of medical data 
science will continue to evolve and bring more innovations. 
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Abstract. Does the Hot Hand phenomenon exist during basketball, especially in the NBA? This 
question has been controversial over the past years in the sports field. The enormous literature 
on the Hot Hand effect in basketball was conducted to investigate the Hot Hand hypothesis. This 
study analyzes this question using a novel data set of all mid-range shots from the 2023-2024 
NBA regular season, combined with data on teams and players. A model was built based on the 
definition of the Hot Hand and potential influential variables such as distance and location to 
analyze the players' shot data. Supervised machine learning methods fit the model and measure 
its performance. The results suggest that mid-range shooting streaks do not affect making the 
next shot in game situations, indicating that the Hot Hand effect is not present in mid-range 
shooting situations. 

Keywords: Hot Hand, Basketball, 2023-2024 NBA regular season, Mid-Range Shot. 

1.  Introduction 
The "hot hand" (also known as the "hot hand phenomenon" or "hot hand fallacy") is a previously 
considered cognitive social bias that suggests a person who has achieved success in a particular task is 
more likely to be successful in future attempts. This concept is commonly associated with sports and 
skill-based activities and originally comes from basketball, where a player is believed to have a higher 
chance of scoring if they have made successful shots in succession, known as having the "hot hand". 

The key point at the center of research into the hot hand is whether the widespread belief that previous 
shooting streaks increase a player’s chance of hitting the next shot is true. If a NBA player makes two, 
three or four shots in a row, then he is hot handed and is more likely to make his next shot than expected. 
This study started with Gilovich et al. [1], who demonstrated that the phenomenon was a cognitive 
illusion caused by random sequences. For example, when a person flipped a coin ten times, there was a 
chance of having five consecutive heads. However, it was difficult to conclude that the previous four 
heads increased the chance of getting a head in the fifth attempt. Thus, Gilovich et al. provided that there 
was no sufficient evidence for a correlation between successive shots and the chance of making the next 
shot. Then, William O. Brown and Raymond D. Sauer [2] set a point-spread pricing model to prove that 
belief in the hot hand affected the point-spread betting market, but their study didn't support the hot hand 
in a real-world context. 

Recent research into the hot hand has usually concentrated on controlled settings such as shooting 
experiments, the NBA 3-point contest, 3-point shooting, and free-throw shooting in games. Both Arkes 
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[3], Yaari and Eisenmann [4] found evidence of the hot hand phenomenon in free throws. Miller and 
Sanjurjo [5-7] demonstrated the hot hand in controlled and semi-controlled settings in their three papers. 
At the same time, recent experiments have tested for a hot hand in the run of play in NBA games. 
Bocskocsky et al [8], and Csapo and Raab [9] found that both offences and defences react to made shots. 
In the run of play, Lantis and Nesson analyzed detailed data on free throws [10] and the NBA 3-point 
contests [11]. They found a small hot hand effect for free throws and 3-point shots within shot locations, 
while they had the opposite results for field goal attempts across shot locations. Studies have continued 
to follow up and revived the hot-hand debate in academia. Kostas Pelechrinis, an associate professor of 
computing and information at Pitt’s School of Computing and Information, claimed that Hot hand exists 
[12] and “players can indeed get hot in actual live-game situations [13].” 

The study aimed to empirically analyze whether the hot hand exists in the NBA for mid-range shots. 
The author used detailed data for the 2023-2024 NBA regular season. The data from modern-era 
basketball provides a large sample size and better quality in terms of specificity relative to the datasets 
used before. Thus, this project expects a better outcome and interpretation of hot hand with a modern 
dataset of shooting records of renowned NBA players. Moreover, previous papers only considered 3-
point shots and free throws in games, but they ignored mid-range shots, which were 2-point shots and 
more likely to reflect the hot hand effect. Therefore, this paper focused on an analysis of the hot hand 
effect for the mid-range shots. 

2.  Data and Methods 

2.1.  Data 

2.1.1.  Data Overview 
The main data source consists of play-by-play data for the 2023-2024 NBA regular season from the 
nbastatR package, which is downloaded from Github. This package combines data from credible sources, 
including NBA’s API, HoopsHype, nbadraft.net, and Basketball Reference.com. One of the datasets 
provided by the package is game_logs, which contains a history of in-game events. For the 2023-2024 
regular season, the game_logs data consists of 58 columns and 26,401 rows. This dataset is used to 
identify the NBA player with the highest-scoring game, as these players are more likely to have hot 
hands. The top 5 players who scored the most in a single match were then identified. Additionally, the 
shot data for five players includes 1487, 1436, 1305, 1652, and 851 rows, respectively, with each player 
having 27 columns of shot-relevant features such as location coordinates, shot types, and whether the 
player made the shot or not. 

This paper also used another data set called team-shots, which provided the teams and players for 
every game and detailed information for every event in each game, including typeEvent, typeAction, 
typeShot, zoneBasic, isShotMade, and so on. 

When the author set zoneBasic = “Mid-Range”, the team-shots data set could build the mid-range 
shooting data set of each team and each player. Thus, after data wrangling, the mid-range shooting data 
set was used to test the existence of the hot hand fallacy. 

2.1.2.  Exploratory Data Analysis 
The study utilized histograms to visually represent the distribution of game scores and players. The goal 
was to identify players with high scores in a single game, as they were more likely to have "hot hands". 
The histogram showed that the scores from NBA players followed a right-skewed distribution, with only 
the NBA All-Star roster scoring more than 25 points in the 2023-2024 regular season. Players such as 
Luka Doncic, Joel Embiid, Shai Gilgeous-Alexander, Kevin Durant, and Devin Booker were identified 
as the most likely "hot-hand" mid-range shooting players.  

Subsequently, shot charts were used to analyze the shot location and shot types for these players. The 
analysis revealed that Luka Doncic was likely to make his mid-range jump shots from the left side and 
left center areas, while Kevin Durant attempted a significant volume of successful mid-range shots in 
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the right side and right center areas. Joel Embiid tended to make a majority of jump shots from the high 
post area, while Shai Gilgeous-Alexander favored mid-range attempts from both wings and near free 
throw line. Devin Booker was a phenomenal mid-range shooter, exhibiting a high shooting percentage 
across all areas. 

The study utilized Coxcomb charts to illustrate the predominant shot types for each player and their 
respective proportions. The visual representation indicated that Luka Doncic showed a preference for 
step-back jump shots and a few turnaround fadeaway shots, while Joel Embiid favored jump shots and 
pull-up jump shots. Shai Gilgeous-Alexander tended to favor pull-up jump shots and step-back jump 
shots, while Kevin Durant and Devin Booker displayed a notable tendency for pull-up jump shots. 

2.2.  Methods 

2.2.1.  Variables and Model Specification 
To test the hot hand, this study built a logistic regression probability model that could represent the 
definition of Hot Hand. Incorporating these factors as additional controls in the regression was crucial 
for understanding the impact of other variables on shot success. Without these factors, there could be a 
risk of omitted variable bias. Furthermore, regression analysis allowed for a natural investigation of 
subsets of shots to uncover whether a "hot hand" effect was concentrated on specific shot locations or 
distances. Lastly, through regression, this study was able to adopt a flexible approach for measuring 
multiple streaks of success over the previous mid-range shots. 

This model was shown in the following specification: 

 Pr(isShotMade = 1)  =  logit−1(α + β1lastShot + β2lastFive + γ1locationX + γ2locationY +
γ3distanceShot)  (1) 

where logit(p) = ln(p/1 − p), p was the probability that the player made the current shot, α was the 
intercept, β was slope for variables of interest, γ was the coefficient for the control variables. 

Using this model, the author examined the effects of the previous mid-range shot on the probability 
of making the current mid-range shot. 

In relation to the Hot Hand phenomenon, the response variable "isShotMade" was created to denote 
whether the player successfully made the attempted shot, which was a categorical variable The predictor 
variables "lastShot" and "lastFive" were established to capture the player's performance, with "lastShot" 
indicating the player's success in their previous shot and "lastFive" representing the average shot 
percentage of the last five shots. Other controlled variables considered in this study encompassed 
location, distance, name zone, and type of action. Ultimately, the selected covariate variables were 
"locationX" and "locationY," which signified the precise shot location, and "distanceShot," which 
denoted the distance of a shot made. 

2.2.2.  Methodological Approach 
The statistical analysis was conducted using R version 4.4.0 and RStudio version 2024.04.0-735. The 
analysis focused on NBA single-game leaders and records for points during the 2023-2024 regular 
season, as these NBA players were more likely to make consecutive shots. Using R code, the top single-
game leaders for points during the 2023-24 season was identified. Subsequently, exploratory data 
analysis, such as creating a histogram, was used to describe the game scores from the players. 

Before testing the hot hand hypothesis, this paper analyzed each player’s shot preference, which 
indicated their preferred shooting locations on the court. Numerous studies have explored the 
relationship between shot locations and the hot hand phenomenon. According to Lantis et al. [11], "the 
difference in shot location from the previous shot also grows in magnitude for longer streaks of success." 
The findings from studying the hot hand and shot preferences could lead to further insights. For example, 
if a player was found to have a hot hand and is likely to shoot near the post, this could prompt further 
investigation into other players who tend to shoot from similar locations. 
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To understand how consecutive shooting streaks affect the next shot, this paper analyzed the 
likelihood of making the next shot based on the previous shooting streak. The fluctuation of the line plot 
didn’t prove the existence of the hot hand. However, if the hot hand does exist, these players would 
experience an increase in their field goal percentage as they continued to make shots successively. 

To test the hypothesis of the Hot Hand, the author built a logistic regression model to examine the 
association between the current shot and the previous shots. Using the summary() function, the author 
obtained regression coefficients which encompass estimated coefficients, standard error, z-value, and p-
value. 

This paper tried to predict the categorical response variable, isShotMadeBinary, using supervised 
learning algorithms. 

First, the author divided the dataset into a training set comprising 75% of the original data and a 
testing set comprising 25% of the original data. The author then applied some classification methods 
including regularized logistic regression, random forest, and K-nearest neighbor (K-NN) to train the 
model. After that, this paper performed model tuning to identify the best parameters for each model. 
The author used 10-fold cross-validation to determine the appropriate hyper-parameters for each model. 
For regularized logistic regression, the author optimized the lambda parameter, while the author used 
grid search to find the best number of randomly selected predictors for the random forest algorithm. The 
author set the mtry hyper-parameter range from 2 to 16 and found the optimal value for each model. The 
author set ntree to 1,000 as a large number is generally better. Finally, the author compared the 
performance of each model by calculating the misclassification rate on the 25% testing set, and predicted 
the outcome for the testing set. 

3.  Results 
This paper began by examining a simple hypothesis of the hot hand: whether a player who made his last 
shot was more likely than expected to make his next shot. Calculating the probability of making the next 
shot based on the previous shooting streak. This paper used the mutate function in R to create new 
variables: nowShot, previousShot, and shotPercentage. The variable nowShot meant the current status 
of consecutive shots, the variable previousShot meant the previous status of consecutive shots, and the 
variable shot percentage was the shooting percentage of shots made. Then the author created line charts 
for different NBA players to represent shooting percentage change over time. The fluctuation of line 
charts told us that players who made their previous mid-range shot were between 4 and 10 percentage 
points more likely to make their next mid-range shot. After making three or four consecutive shots, the 
shooting percentage would be at a stable level, which was between 8 and 10 percentage higher than 
expected. The results from these line plots did not provide sufficient evidence to conclude that the hot 
hand effect existed during the game of basketball. However, it gave reasonable and valid evidence to 
dive into a deeper analysis of the hot hand effect using the 2023-2024 regular season data set. 

Next, this paper explored the logistic regression model for the hot hand effect. The results were 
shown in Table 1. 

Table 1. Logistic regression analysis for the Hot Hand effect 

Players Variables 
Summary 

Estimated 
Coef Std. Error z value Pr(>|z|) 

Luka Doncic 

(Intercept) 0.898855 2.572995 0.349 0.727 
lastShot -0.095912 0.877982 -0.109 0.913 
lastFive -1.045906 1.939354 -0.539 0.590 

locationX 0.001329 0.003828 0.347 0.728 
locationY 0.026732 0.017937 1.490 0.136 

distanceShot -0.258224 0.271811 -0.950 0.342 
Joel Embiid (Intercept) 1.992510 2.157415 0.924 0.3557 
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lastShot 0.563959 0.551546 1.023 0.3065 
lastFive -0.870642 1.264764 -0.688 0.4912 

locationX -0.010691 0.004732 -2.259 0.0239 
locationY 0.021724 0.012098 1.796 0.0725 

distanceShot -0.317614 0.202069 -1.572 0.1160 

Shai Gilgeous-
Alexander 

(Intercept) 0.674901 1.946527 0.347 0.729 
lastShot -0.465617 0.626987 -0.743 0.458 
lastFive -0.314106 1.694400 -0.185 0.853 

locationX -0.001947 0.002704 -0.720 0.472 
locationY -0.003746 0.006890 -0.544 0.587 

distanceShot 0.020757 0.147214 0.141 0.888 

Devin Booker 

(Intercept) 5.926E-01 1.127E+00 0.526 0.5990 
lastShot 8.236E-01 4.437E-01 1.856 0.0634 
lastFive -1.113E+00 8.987E-01 -1.238 0.2157 

locationX -8.534E-04 1.891E-03 -0.451 0.6518 
locationY 9.812E-06 4.546E-03 0.002 0.9983 

distanceShot -3.711E-02 8.641E-02 -0.429 0.6676 

Kevin Durant 

(Intercept) -1.346623 1.047587 -1.285 0.199 
lastShot 0.227615 0.372767 0.611 0.541 
lastFive -0.218845 0.801211 -0.273 0.785 

locationX 0.001261 0.001578 0.799 0.424 
locationY -0.006118 0.004118 -1.486 0.137 

distanceShot 0.125982 0.080553 1.564 0.118 
 
In Table 1, the paper shows that Luka Doncic and Shai Gilgeous-Alexander had negative coefficients 

for lastShot and lastFive. Conversely, Joel Embiid, Kevin Durant, and Devin Booker had a positive 
coefficient for lastShot and a negative coefficient for lastFive. This means that Luka Doncic and Shai 
Gilgeous-Alexander were not influenced by the hot hand effect, while Joel Embiid, Kevin Durant, and 
Devin Booker were more likely to make their next shot after their last shot. However, it was also found 
that the hot hand effect was not significant since all P-values were greater than 0.05.    

The paper used supervised learning methods to train the model. The author measured the model's 
performance by calculating the misclassification rate of logistic regression on a 25% testing set. The 
misclassification rates ranged between 27% and 57%, showing that the model's performance varied 
across different testing sets. This result suggested that the hot hand effect for mid-range shooting might 
exist for some NBA players in specific games, but it wasn't a consistent or significant factor in the NBA. 

4.  Conclusion 
After analyzing the 2023-2024 NBA regular season data, this paper found that the "Hot Hand" 
phenomenon could not be a consistent or significant factor in the NBA. The statistical analysis all 
showed that factors like distance and location didn’t play a significant role in predicting and interpreting 
players’ next shot. 

However, the concept of the "Hot Hand" is still complex. While some statisticians argue that it's a 
myth, there are other factors at play, such as muscle memory, psychological elements and defensive 
intensity, that haven't been fully accounted for in this paper. Further research should be conducted to 

Table 1. (continued). 
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take these additional factors into account and develop more comprehensive methodologies to 
conceptualize player performance when taking a shot. 
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Abstract. In the era of digital economy, digital transformation is an inevitable choice in line with 
current economic development and national policy trends. Enterprises use new generation digital 
technologies such as big data, blockchain, cloud computing, artificial intelligence, and financial 
technology to apply these technologies to various production and business activities. The 
research on project risk management has gradually introduced the method of intelligent decision-
making, using technologies such as big data and artificial intelligence to identify and analyze 
risks. We use learning models and ensemble learning techniques to predict and manage the risks 
of investment projects. Through long short-term memory networks (LSTMs), we are able to 
effectively extract spatiotemporal features from historical investment data to predict future risk 
dynamics. In order to further improve the accuracy of prediction and the robustness of the model, 
we introduced the Gradient Booster (GBM) ensemble learning method. These integrated 
technologies not only optimize the overall performance of the model, but also enhance the 
adaptability and forecast accuracy of various market changes. In the experimental analysis, we 
compare the performance of multiple models on real-world investment datasets, and the results 
show that the ensemble learning method has significant advantages in risk prediction accuracy. 

Keywords: Investment risk prediction, Risk management, Machine learning, Long short-term 
memory network, Gradient booster. 

1.  Introduction 
Enterprises are proactively carrying out digital transformation by using next-generation digital 
technologies such as big data, blockchain, cloud computing, artificial intelligence, and financial 
technology, and applying these technologies to key activities such as production, R&D, sales, and 
operations. This process not only realizes the economies of scale, scope and long-tail effects brought 
about by digital technology, but also effectively reduces the overall cost, optimizes the matching of 
supply and demand, and improves the equilibrium level of the economy [1]. Digital transformation 
further strengthens the value creation capabilities of enterprises, stimulates entrepreneurship, brings 
significant digital dividends to enterprises, and also promotes the sustainable development of enterprises.  

With the advancement of digital transformation, enterprises are facing many opportunities and 
challenges, especially in the new and complex competitive environment, how to adapt project risk 
management has become a key issue. Digital transformation has changed the way project decisions are 
made, enabling digital technologies to accomplish tasks that were previously unattainable. This 
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transformation has not only reshaped the model of project management, but also promoted the 
digitalization of project management to gradually become an industry consensus and began to be 
implemented, bringing new vitality to enterprises [2]. 

With the gradual popularization of industrial digitalization and digital industrialization, the process, 
structure and objectives of project risk management need to be reconsidered. Traditional project risk 
management relies on people, systems, and responsibility traceability, and its marginal utility is 
gradually weakening. With the deepening of enterprise digital transformation, projects have become 
more complex, the amount of data has increased, and the intensity and standards of work have also 
increased significantly [3]. In order to achieve timely early warning of risks and ensure the efficiency 
and quality of risk control, project risk management is facing new challenges. 

Risk management is gradually shifting from “human control” to “intelligent control”, and intelligent 
risk management methods have become the only way for the development of project risk management. 
In the process of digital transformation, the reproducibility, easy quantification, and easy transmission 
of data determine its development trend towards precision, comprehensiveness, and sharing [4]. The 
characteristics of data sharing and co-governance have prompted scholars to introduce intelligent 
decision-making methods into the research of project risk management, use new technologies such as 
big data and artificial intelligence to identify and analyze risks, and adopt data-driven management to 
improve the efficiency and quality of risk management [5]. Fundamentally, the digital transformation of 
project risk management means moving from a traditional management model to a new data-driven 
model. 

Enterprises must implement strict risk management in projects that invest in the securities market. 
Project management should conduct a comprehensive risk analysis at the start-up stage, which can help 
to control project risks to a certain extent. With the digital transformation of enterprises, this process not 
only gives enterprises new momentum, but also affects the release of internal information and the 
information asymmetry with market investors [6]. These changes, in turn, affect a company’s risk-taking, 
risk management, risk prevention, and ability to withstand external uncertainties, which may ultimately 
affect the stability of stock prices. When managing the risks of corporate investment projects, especially 
those stocks with a high risk of stock price crash, it is important to take appropriate risk mitigation 
measures. Through this strategy, the occurrence of stock price crashes can be prevented to the greatest 
extent, thereby mitigating its negative impact on the business [7]. This proactive risk management not 
only protects the company’s assets, but also enhances the company’s ability to respond to market 
fluctuations. 

2.  Related Work 
Initially, In the field of project risk assessment, scholars at home and abroad have adopted a variety of 
analysis methods, including Delphi method, analytic hierarchy process, genetic algorithm, artificial 
neural network, fuzzy mathematics and Bayesian network. Specifically, Dai Yuxiu [8] used the Delphi 
method (DM) to establish a universally applicable project risk identification checklist for public-private 
partnership projects. She evaluates and ranks these risk sets through fuzzy mathematical methods, 
analyzes the risk assessment results accordingly, and finally proposes specific risk response 
recommendations. On the other hand, Zhang Meng [9] applied the analytic hierarchy process (AHP) to 
evaluate the risk of investment projects, integrating multiple risk factors to determine the relative 
importance of each risk management measure in investment risk. These studies not only improve the 
accuracy of risk management, but also provide a scientific basis for the formulation of risk response 
strategies. 

Additionally, risk identification is a crucial first step in project risk management. Only by doing this 
preliminary work well can the follow-up risk control and response strategies play a more effective role. 
Zhang Haiyan [10] pointed out that risk management first needs to anticipate the various types of 
potential risks, and clarify their types and possible consequences. Although project risks are prevalent 
in all types of projects and have different probabilities of occurrence, the key is to identify risk points as 
early as possible to reduce the likelihood of risk occurrence and potential losses. Wang Di [11] 
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emphasized that in the investment process, predicting and evaluating different risk categories and their 
occurrence probabilities is key, and finding favorable factors (FF) to reduce these probabilities will help 
to deal with risks more effectively in the future. These studies have highlighted the importance of 
proactive and preventive measures in the risk management process. 

In the current research literature, the digital degree index of listed companies has not been widely 
introduced into the risk management of enterprise investment projects. Most studies rely on traditional 
methods such as expert scoring and analytic hierarchy process. At the same time, there are relatively 
few studies that use intelligent decision-making tools, such as machine learning methods, to predict 
crash risk and manage project risk. This shows that there is still a lot of room for development in the 
field of risk management using advanced technologies such as machine learning, especially in dealing 
with complex data and predicting future trends. 

3.  Methodologies 
In this section, the process of risk prediction and management of investment projects using long short-
term memory network (LSTM) involves mathematical modeling, data preprocessing, model training, 
risk prediction and risk management strategy formulation. 

3.1.  Long short-term memory network 
The amnesia gate determines which information should be “forgotten” or discarded from the cellular 
state. By inputting a combination of the previous hidden state ℎ𝑡−1  and the current input 𝑥𝑡  into an 
activation function, the forgetting gate outputs a number between 0 and 1, where close to 1 means “keep 
this information” and close to 0 means “forget this information”. Following Equation 1 describes the 
proposed process. 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓) (1) 
The input gate determines the importance of the new information and the extent to which it should 

be added to the cellular state, which is expressed as Equation 2. This process involves two parts, one is 
to use the activation function to determine which values should be updated, and the other is to create a 
new candidate vector that uses the tanh function to help regulate the network. 

𝑐�̃� = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) (2) 
The cell state is maintained over time, which is slightly adjusted at each time step, and some of the 

old states are discarded according to the output of the Forgotten Gate, while new candidate values are 
added. Finally, the output gate controls the output from the cellular state to the hidden state, which is 
expressed as Equation 3. The output is a version of the tanh of the current cell state (providing a 
numerical value between -1 and 1), which is regulated by the results of the output gate. 

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝑐𝑡) (3) 
Normalization or normalization, the input time series data is normalized or normalized to improve 

the efficiency of model training and prevent gradient vanishing problems. Dataset partitioning divides 
the entire dataset into a training set, a validation set, and a test set to evaluate the model’s generalization 
ability during training. 

3.2.  Gradient booster 
The prediction performance of the model is gradually enhanced by building a series of decision trees, 
each of which is trying to correct the errors of the previous tree. This approach relies on optimizing a 
loss function, usually squared error or logistic loss, and is suitable for regression and classification 
problems. The goal of gradient booster is to find a function 𝐹(𝑥) that minimizes the loss function 𝐿, 
which is expressed as Equation 4. 

𝐿(𝑦, 𝐹(𝑥)) = ∑𝐿(𝑦𝑖, 𝐹(𝑥𝑖))
𝑛

𝑖=1

(4) 

Gradient boosting is done by initializing the model, which is expressed as Equation 5. The first step 
of the model is initialized by finding the constant 𝛾 that minimizes the loss function. 
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𝐹0(𝑥) = 𝑎𝑟𝑔min
𝛾

∑𝐿(𝑦𝑖, 𝛾)
𝑛

𝑖=1

(5) 

During the training process of the gradient booster, the critical steps include calculating the negative 
gradient of the residuals of each data point under the current model predictions, which helps to indicate 
how the model’s predictions can improve. Next, we use these computed residuals to fit a new decision 
tree. Each new tree is added to correct for the prediction error left by the previous tree. Finally, by adding 
the predictions of this new tree, the entire model is updated to include a learning rate parameter that 
controls the degree to which each new tree affects the overall model. This process is iterative gradually, 
each time trying to reduce the overall prediction error until a predetermined number of iterations is 
reached or the model performance is no longer significantly improved. 

4.  Experiments 

4.1.  Experimental Setups 
In this study, we designed an experiment to predict and manage corporate crash risk, using a dataset that 
includes financial metrics, non-financial metrics, macro impact factors, and degree of digitalization. By 
cleaning, encoding, and normalizing the data, and evaluating their performance through cross-validation 
methods. After selecting the optimal model, we train the full data and evaluate the performance using 
metrics including accuracy, and ROC curves. The results of the model are designed to help enterprises 
take appropriate preventive measures, such as adjusting financial strategies and optimizing operating 
models, to reduce the risk of crashes, so as to provide scientific data support for enterprise decision-
making. The Kern County dataset contains detailed information about the various bonds issued by Kern 
County, such as the bond amount, issue date, maturity date, interest rate type, and credit rating of the 
bond. This dataset can be used to analyze and predict the debt repayment capacity and fiscal health of 
Kern County under different economic conditions, and also provides valuable empirical data for 
studying local government debt management and bond market dynamics. 

Figure 1 illustrates the distribution of multiple financial indicators related to bond issuance. The 
subgraphs include: Principal Amount, New Money, Refunding Amount, Issue Costs Pct of Principal 
Amt, and Total Issuance Costs. Each scatter plot shows the corresponding financial indicator as a 
function of the total issuance cost, while the histogram shows the frequency distribution of the total 
issuance cost. Such a visual display helps to analyze and understand the potential impact of different 
financial indicators on the cost of bond issuance, and supports financial analysis and decision-making. 

 
Figure 1. Demonstration of Used Data. 

4.2.  Experimental Analysis 
Accuracy is one of the most basic and intuitive metrics for evaluating the performance of a classification 
model, and it measures the proportion of all instances of correct classification (true and true negative) 
to the total sample size. In other words, it reflects how often the model makes the correct judgment 
across all prediction attempts. Figure 2 shows the risk prediction accuracy comparison results. In a 
dataset with extremely unbalanced categories, it is possible for a model to achieve a high accuracy rate 
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even if it simply predicts all instances as the majority class, but this does not mean that the model has 
good prediction performance. 

 
Figure 2. Risk Prediction Accuracy Comparison with Error Shading.  

The ROC curve is an evaluation tool for binary classification to evaluate model performance by 
demonstrating the true rate (TPR) versus false positive rate (FPR) at different thresholds. The true rate 
reflects the model’s ability to recognize positive classes, while the false positive rate reflects how often 
negative classes are misjudged as positive. Figure 3 shows the ROC curves comparison results. 

 
Figure 3. ROC Curve Comparison.  

5.  Conclusion 
In conclusion, by comparing multiple machine learning models including Decision Matrix (DM), 
Analytic Hierarchy Process (AHP), Fuzzy Frontier (FF), and our proprietary methodology, we found 
that our method consistently outperforms other models in terms of prediction accuracy and logarithmic 
loss, showing greater reliability in risk assessment. In addition, the robustness of our method is further 
emphasized by the application of ROC curves and AUC values, highlighting its effectiveness in 
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distinguishing between high- and low-risk items at different threshold settings. In summary, the 
integration of advanced machine learning technology into investment project risk management can not 
only make decisions more informed, efficient and effective, but also continue to reveal risk factors in 
the future, and improve the company’s risk mitigation and opportunity capture strategies. 
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Abstract. This paper investigates the role of computational systems in managing the lifecycle of 
fashion products to enhance circular economy practices. By integrating technologies such as IoT, 
blockchain, and AI, we explore how these systems can track, recycle, and reuse clothing items 
efficiently. The study highlights the advancements in smart recycling bins, the transparency 
provided by blockchain, and the optimization of recycling operations through AI. Additionally, 
the research delves into the impact of online second-hand marketplaces, clothing rental services, 
and upcycling initiatives, facilitated by computational systems, in promoting sustainable fashion 
practices. The findings underscore the potential of these technologies to significantly reduce 
environmental impact, extend garment lifecycles, and foster sustainable consumer behaviors. By 
leveraging these innovations, the fashion industry can transition towards a more sustainable and 
circular economy. 

Keywords: Circular Economy, Fashion Lifecycle Management, Computational Systems, IoT. 

1.  Introduction 
The fashion industry, known for its rapid production cycles and significant environmental footprint, 
faces increasing pressure to adopt sustainable practices. A promising solution lies in the concept of a 
circular economy, which emphasizes the reuse, recycling, and efficient management of resources 
throughout the lifecycle of products. This study explores how computational systems can facilitate these 
practices within the fashion sector, offering innovative solutions to long-standing sustainability 
challenges. Implementing IoT devices for real-time tracking and monitoring of garments can provide 
valuable data on their condition and usage patterns, enabling timely maintenance and extending their 
lifespan. Advanced data integration and analysis platforms can aggregate information from various 
sources, offering comprehensive insights that inform material selection, production techniques, and 
consumer behavior. These insights can drive more sustainable operations and reduce the environmental 
impact of fashion products. Furthermore, technologies such as smart recycling bins, powered by IoT 
and AI, can enhance the efficiency of garment sorting and recycling processes. Blockchain technology 
can ensure transparency and trust in recycling activities, while AI can optimize sorting and processing 
operations [1]. Additionally, consumer engagement platforms can educate and motivate individuals to 
participate in recycling and reuse programs, fostering a culture of sustainability. The development of 
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online second-hand marketplaces, clothing rental services, and upcycling initiatives further underscores 
the potential of computational systems to promote the reuse of fashion products. These platforms not 
only facilitate transactions and enhance user experiences but also provide valuable data on market trends 
and consumer preferences, encouraging brands to adopt more sustainable practices. By leveraging these 
technologies, the fashion industry can make significant strides towards a circular economy, reducing 
waste, conserving resources, and promoting more responsible consumption and production patterns. 

2.  Computational Systems in Fashion Lifecycle Management 

2.1.  Tracking and Monitoring 
Implementing computational systems for tracking and monitoring fashion products throughout their 
lifecycle is a crucial step towards achieving a circular economy. IoT devices, embedded in clothing 
items, can provide real-time data on the location, condition, and usage patterns of these products. For 
example, sensors can detect wear and tear, usage frequency, and environmental conditions the garment 
is exposed to, such as humidity and temperature. This data can be transmitted to centralized systems for 
analysis, allowing stakeholders to monitor the lifecycle stages and identify opportunities for intervention. 
For instance, retailers can track the wear and tear of garments to offer timely maintenance services, such 
as repair or refurbishment options, while consumers can receive notifications for proper garment care 
tailored to their specific usage patterns [2]. By ensuring continuous monitoring, computational systems 
can significantly extend the lifespan of fashion products and reduce the frequency of replacements. This 
proactive approach not only reduces waste but also enhances customer satisfaction by maintaining the 
quality and longevity of their purchases.  

2.2.  Data Integration and Analysis 
The integration and analysis of data collected from various sources are fundamental for effective 
lifecycle management. Advanced data analytics platforms can aggregate information from IoT devices, 
RFID tags, and consumer apps, providing a comprehensive view of each garment's lifecycle. This 
holistic perspective enables the identification of trends and patterns that can inform decision-making. 
For example, data analytics can reveal which types of fabrics are most durable or which manufacturing 
processes result in fewer defects, guiding brands towards more sustainable production choices. 
Additionally, predictive analytics can forecast future wear and tear, enabling companies to preemptively 
address potential issues [3]. By leveraging these insights, fashion brands can make informed choices 
about material selection, production techniques, and maintenance practices, ultimately leading to more 
sustainable operations and reduced environmental impact. Furthermore, this data can be shared with 
consumers to promote transparency and trust, showing them the environmental footprint of their clothing 
choices and encouraging more responsible consumption habits. Table 1 summarizes how data from IoT 
devices, RFID tags, and consumer apps can be integrated and analyzed to inform sustainable decision-
making in fashion lifecycle management, enhancing material selection, production processes, and 
consumer transparency. 

Table 1. Data Integration and Analysis for Sustainable Fashion Lifecycle Management 

Data 
Source Collected Data Analytics Outcomes Impact 

IoT 
Devices 

Real-time location, 
condition, usage 
patterns 

Identify durable fabrics, 
monitor wear and tear 

Inform material selection, 
enhance garment longevity 

RFID 
Tags 

Product identification, 
lifecycle tracking 

Track manufacturing 
defects, optimize processes 

Guide sustainable production, 
reduce defects 

Consumer 
Apps 

User behavior, 
preferences, feedback 

Predict future wear, 
promote sustainable 
choices 

Encourage responsible 
consumption, increase 
transparency 
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2.3.  Consumer Engagement 
Engaging consumers in the lifecycle management of fashion products is essential for fostering 
sustainable behaviors. Computational systems can facilitate this engagement through personalized apps 
and platforms that educate and encourage users to participate in recycling and reuse programs. For 
instance, apps can offer tips on garment care, suggest repair services, and provide information on local 
recycling centers. These platforms can provide users with information on how to care for their garments, 
where to donate or recycle them, and the environmental benefits of doing so. Additionally, gamification 
elements, such as rewards for sustainable actions like recycling or purchasing second-hand items, can 
motivate consumers to actively contribute to the circular economy. By making sustainability an integral 
part of the consumer experience, computational systems can drive widespread adoption of eco-friendly 
practices in the fashion industry. Moreover, social sharing features can enable users to showcase their 
sustainable actions, further spreading awareness and encouraging community participation in 
sustainability initiatives [4].  

3.  Technologies Promoting Fashion Recycling 

3.1.  IoT and Smart Recycling Bins 
The integration of IoT technology with smart recycling bins represents a significant advancement in 
promoting fashion recycling. These bins, equipped with sensors and connectivity features, can identify 
and sort clothing items based on material composition and condition. For example, smart bins can use 
image recognition and RFID scanning to categorize fabrics, distinguishing between cotton, polyester, 
wool, and other materials. The data collected by these bins can be transmitted to recycling centers, 
enabling more efficient sorting and processing of garments. This technology not only improves the 
accuracy of recycling efforts but also reduces the labor and costs associated with manual sorting. 
Additionally, real-time data from these bins can inform municipalities about the volume and type of 
recyclables collected, allowing for better planning and resource allocation. By enhancing the efficiency 
of the recycling process, IoT-enabled smart bins can significantly increase the volume of clothing that 
is successfully recycled, contributing to the circular economy [5]. Furthermore, these systems can 
provide feedback to manufacturers and consumers about the recyclability of products, driving 
improvements in design and consumption patterns. Figure 1 illustrates the efficiency improvement in 
recycling different types of materials with IoT-enabled smart bins. 

 
Figure 1. Efficiency Improvement in Recycling with IoT-enabled Smart Bins 
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3.2.  Blockchain for Transparency and Trust 
Blockchain technology offers a robust solution for ensuring transparency and trust in the recycling 
process. By creating an immutable ledger of transactions, blockchain can track the journey of each 
garment from donation to recycling to reuse. This transparency allows consumers to verify that their 
donated items are being recycled responsibly and not ending up in landfills. For example, each step of 
the recycling process can be recorded on the blockchain, including collection, sorting, processing, and 
distribution of recycled materials. Additionally, fashion brands can use blockchain to demonstrate their 
commitment to sustainability by providing verifiable records of their recycling efforts. This increased 
transparency can enhance consumer trust and encourage more people to participate in recycling 
programs, thereby supporting the circular economy. Blockchain can also facilitate the development of 
certification schemes for recycled materials, ensuring that consumers and businesses have access to 
reliable information about the origins and sustainability of products. By establishing a trusted system 
for tracking and verifying recycling activities, blockchain can play a crucial role in promoting 
responsible consumption and production practices in the fashion industry [6]. 

3.3.  AI in Recycling Operations 
Artificial Intelligence (AI) plays a pivotal role in optimizing recycling operations within the fashion 
industry. AI algorithms can analyze data from various sources to improve the efficiency of sorting and 
processing garments. For example, machine learning models can be trained to recognize different types 
of fabrics and their recycling requirements, enabling automated sorting systems to operate with greater 
accuracy. These models can process large volumes of data from sensors, cameras, and other sources to 
make real-time decisions about how to handle each item. AI can also predict the optimal recycling 
methods for different materials, minimizing waste and maximizing resource recovery. For instance, AI 
systems can recommend specific chemical or mechanical recycling processes based on the material 
composition and condition of garments [7]. By leveraging AI, recycling centers can enhance their 
operational efficiency, reduce costs, and increase the overall effectiveness of recycling programs. 
Furthermore, AI can provide insights into the environmental impact of recycling operations, helping to 
identify areas for improvement and drive the development of more sustainable practices. 

4.  Enhancing Reuse through Computational Systems 

4.1.  Second-Hand Marketplaces 
The development of online second-hand marketplaces has been significantly boosted by computational 
systems, facilitating the reuse of fashion products. These platforms use algorithms to match buyers with 
sellers, optimizing the process of finding and purchasing pre-owned garments. Advanced search and 
recommendation features, powered by machine learning, help consumers discover items that match their 
preferences, promoting the reuse of clothing. For example, recommendation systems can analyze user 
behavior and preferences to suggest items that are likely to be of interest, increasing the likelihood of 
successful transactions. Additionally, these marketplaces often include features for verifying the 
authenticity and condition of items, ensuring a trustworthy shopping experience. This can involve user 
reviews, seller ratings, and even third-party verification services. By making it easier for consumers to 
buy and sell second-hand fashion, computational systems contribute to reducing waste and extending 
the lifecycle of garments [8]. Furthermore, these platforms can provide data on market trends and 
consumer preferences, informing brands about the demand for sustainable and second-hand products, 
and encouraging them to incorporate more sustainable practices into their business models. Table 2 
outlines the key features of online second-hand marketplaces and their impact on promoting the reuse 
of fashion products [9]. 
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Table 2. Features and Impact of Second-Hand Marketplaces in Fashion 

Feature Description Impact 
Algorithm 
Matching 

Matches buyers with sellers to 
optimize the purchasing process. 

Increases likelihood of successful 
transactions. 

Advanced Search Helps consumers discover items that 
match their preferences. 

Promotes reuse of clothing by helping 
consumers find desired items. 

Recommendation 
Systems 

Suggests items based on user 
behavior and preferences. 

Enhances user experience by 
suggesting relevant items. 

Authenticity 
Verification 

Ensures the authenticity of items 
through various verification methods. 

Builds consumer trust in the 
marketplace. 

Condition 
Verification 

Verifies the condition of items for a 
trustworthy shopping experience. 

Ensures quality and condition of pre-
owned garments. 

User Reviews Provides reviews from previous 
buyers for informed decisions. 

Informs potential buyers about item 
quality. 

Seller Ratings Rates sellers to build trust and ensure 
quality transactions. 

Builds a reliable seller base and 
consumer trust. 

Third-party 
Verification 

Offers third-party verification 
services for additional trust. Adds an extra layer of trust for buyers. 

4.2.  Clothing Rental Services 
Clothing rental services represent another innovative approach to promoting reuse in the fashion 
industry. Computational systems play a crucial role in managing the logistics of rental operations, 
including inventory management, order processing, and delivery scheduling. These systems can track 
the usage and condition of rented garments, ensuring they are properly maintained and cleaned between 
rentals. For example, RFID tags can be used to monitor the number of times an item has been rented 
and its condition after each use, enabling timely maintenance and quality control. Additionally, rental 
platforms can use data analytics to understand consumer preferences and optimize their inventory 
accordingly. This can involve analyzing rental patterns to identify popular items and ensure sufficient 
stock levels, as well as predicting future demand based on trends and user behavior. By providing 
consumers with access to a wide range of garments without the need for ownership, clothing rental 
services reduce the demand for new products and support a circular economy [10]. Moreover, rental 
services can collaborate with designers and manufacturers to create garments specifically designed for 
durability and multiple uses, further enhancing the sustainability of the fashion industry. 

4.3.  Upcycling Initiatives 
Upcycling, the process of transforming old garments into new products, is greatly enhanced by 
computational systems. Design software and digital fabrication tools enable designers to create upcycled 
products more efficiently and with greater precision. For example, CAD (Computer-Aided Design) 
software can assist in creating detailed designs that maximize the use of existing materials, while 
minimizing waste. These tools can help identify the best ways to deconstruct and repurpose old garments, 
minimizing waste and maximizing the value of materials. Additionally, platforms that connect designers 
with consumers interested in upcycled fashion can facilitate the distribution and sale of upcycled 
products. These platforms can provide designers with access to a broader market and offer consumers 
unique, sustainable fashion options. By supporting upcycling initiatives, computational systems 
contribute to the sustainable reuse of fashion products, reducing the environmental impact of the 
industry. Furthermore, upcycling can drive innovation in fashion design, encouraging the use of 
unconventional materials and techniques, and fostering a culture of creativity and sustainability. 
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5.  Conclusion 
In conclusion, the integration of computational systems in the fashion industry presents substantial 
opportunities for enhancing lifecycle management and promoting a circular economy. Technologies 
such as IoT, blockchain, and AI can significantly improve the tracking, recycling, and reuse of garments, 
leading to more sustainable practices. The study has demonstrated the potential benefits and challenges 
associated with these technologies, highlighting their role in reducing environmental impact and 
extending the lifecycle of fashion products. Moving forward, continuous innovation and collaboration 
among industry stakeholders will be crucial in achieving the goals of the circular economy and fostering 
a more sustainable fashion industry. By embracing these advancements, the fashion sector can contribute 
to a more sustainable future, reducing its ecological footprint and promoting responsible consumption 
and production practices. 
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Abstract. With the advancement of artificial intelligence technology, a vast amount of data is 
transmitted during the model training process, significantly increasing the risk of data leakage. 
In an era where data privacy is highly valued, protecting data from leakage has become an urgent 
issue. Federated Learning (FL) has thus been proposed and applied across various fields. This 
paper presents the applications of FL in five key areas: healthcare, urban transportation, 
computer vision, Industrial Internet of Things (IIoT), and 5G networks. This paper discusses the 
feasibility of implementing FL for privacy protection in the aforementioned five real-world 
application scenarios and analyzes its accuracy and effiency. Additionally, it compares the FL 
framework with traditional frameworks, exploring the improvements FL has made in terms of 
privacy protection and performance, as well as the existing shortcomings of the FL framework. 
Further discussions are provided on potential future improvements. Moreover, this paper offers 
an outlook on current research trends and the developmental prospects in this research field. 

Keywords: Federated learning, privacy-preserving, efficiency. 

1.  Introduction 
Privacy issues are one of the major concerns today. The development of big data, artificial intelligence, 
and other technologies has inevitably led to problems related to data privacy breaches. User data is 
transmitted during the use of various software, websites, etc.; if this information is leaked, it can lead to 
various illegal activities such as fraud and extortion. The ability of enterprises to protect user privacy 
data significantly affects users' trust in them. With technological advancement, an increasing number of 
devices are being utilized. Currently, nearly 7 billion connected devices are used in Internet of Things 
(IoT) [1], and the number of smartphone users has almost reached 3 billion [1]. Consequently, the 
volume of data transmission between devices has greatly increased. In the field of deep learning, a 
substantial amount of data is collected and utilized for training deep models. While computational power 
and time have garnered widespread attention, data privacy issues were initially overlooked. The increase 
in data transmission volume can easily lead to serious privacy breaches [2]. In certain fields, the 
transmitted data often involves industry secrets and user privacy; if such data is leaked, it could lead to 
severe incidents, thus drawing significant attention to data security issues. 

To safeguard data privacy, researchers have undertaken various attempts, among which the 
introduction of the Federated Learning (FL) model stands out as a significant approach. Researchers are 
not only delving deeply into FL model algorithms but also exploring potential real-world applications 
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of FL across multiple domains. A critical question they address is how to utilize FL models to protect 
data privacy without compromising model accuracy. This paper aims to review the applications of FL 
in the fields of medicine, urban transportation, visual systems, Industrial Internet of Things (IIoT), and 
5G networks. It analyzes and summarizes the performance of FL in data privacy protection. Additionally, 
the paper organizes and examines methods to enhance FL's performance in terms of accuracy and data 
processing efficiency. Furthermore, it provides an outlook on the future prospects of FL applications. 

2.  The Theory of FL 
To overcome the limitations posed by data privacy on artificial intelligence, FL was proposed to 
safeguard user privacy [3]. Research on FL is still in its infancy, and many scholars are conducting 
studies in this field. Overall, FL is an iterative process [4], in which data are brought into the code. FL 
is implemented through three steps: (1) initiate a global model [4]; (2) training the initial machine 
learning (ML) models on clients using personal data [4]; (3) training the local models at the client level, 
updating them, and sending the updates to the server where they are aggregated and used in order to 
update the global model [4]. After that, the newly updated model is transmitted back to each client [4]. 
Steps (2) and (3) are repeated [4]. Based on the aforementioned steps, there is no data transmission 
between clients. The data of each client is kept locally, which helps to protect the privacy of user data. 
The above steps are depicted in Figure 1. 

 
Figure 1. The three steps of FL(Picture credit : Original) 

FL can be categorized in various ways, including network topology, data partitioning, open-source 
frameworks, data availability, and optimal aggregation algorithms [4]. Based on network topology, 
common classifications of FL are Centralized & Clustered FL and Fully-Decentralized FL [4]. 
Centralized & Clustered FL relies on a single central server, while Fully-Decentralized FL uses multiple 
coordinating nodes and clusters for distributed aggregation. According to data partitioning, it can be 
split into the following three types: Vertical FL, Horizontal FL, and Transfer FL [4]. For instance, 
SecureBoost, which combines XGBoost and FL, falls under this category. Figure 2 illustrates the 
specific categorization methods of FL [4]. 
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Figure 2. The Classification of FL[4] 

FL data often exhibits authenticity and privacy, with labels that can be directly obtained [3]. In the 
real world, most domains involving private data receive considerable attention, and many scenarios 
involve high data transmission costs or require distributed collaborative training (e.g., intelligent 
transportation and autonomous driving). Data in the fields of medicine, urban transportation, vision, 
IIoT, and 5G networks often align with the characteristics required for FL data. Numerous scholars have 
conducted application research on FL in these domains.  

3.  Application Analysis 
In various fields, data privacy and security hold paramount importance. This paper will discuss and 
summarize the applications of FL in five key areas: healthcare, urban transportation, computer vision, 
IIoT, and 5G networks, and analyze its performance in these domains. 

3.1.  Medicine 
In the medical field, data often possesses a high degree of privacy and sensitivity [5]. This data includes 
patients' personal identification information and health information, making the confidentiality of 
medical data particularly crucial.  

To protect user privacy, reference [5] utilized the characteristic of FL where data does not need to be 
uploaded to a central server to train the learning model, while reference [6] employed FL to train local 
datasets from different sites. The datasets used in references [7, 8] consisted of 120 samples with six 
different attributes (urinary pain, urethral burning sensation, itching and swelling, urgency, occurrence 
of nausea, discomfort in the lower back, and body temperature). Reference [6] compared traditional ML 
methods with FL g methods. To ensure model accuracy while safeguarding data privacy, researchers 
used datasets in text file format and preprocessed the data. Experimental data from reference [6] 
indicates that compared to traditional ML approaches, FL not only enhances data privacy but also 
achieves nearly 100% accuracy. 

The researchers in reference [9] utilized a multimodal FL model to evaluate the diagnostic efficacy 
in gynecologic malignancies, encompassing a dataset of over 500 patients. Figure3 illustrates the process 
of multimodal FL [10]. In addition to employing the FL model, reference [9] implemented stringent 
access controls, restricting access to authorized researchers and medical personnel only, who could 
access patient privacy data under authorization, and anonymized patient data (such as removing 
identifiable information that could disclose patient identities). Through these methods, the researchers 
enhanced data privacy protection, offering a feasible approach. Reference [9] partitioned the dataset into 
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two parts (training data sets and testing data sets) to leverage the advantages of FL, demonstrating that 
FL's capability to effectively safeguard data privacy played a crucial role. Table 1 illustrates the 
performance comparison between traditional methods and multimodal FL [9]. The comparison reveals 
that multimodal FL enhances sensitivity while safeguarding patient privacy, underscoring its significant 
potential as a more effective diagnostic tool in the field of gynecologic malignancies. 

 
Figure 3. The process of Multimodal FL[10] 

Table 1. Traditional method v/s Multimodal FL 

 Traditional 
(CT) 

Traditional 
(MRI) 

Multimodal FL Without 
Image Information 

Multimodal FL With 
Image Information (MRI) 

Sensitivity 0.3263 0.359 0.923 0.941 
Specificity 0.9215 0.9337 0.922 0.967 

3.2.  Urban Transportation 
In the domain of urban transportation, directly collecting user information may expose their privacy, 
such as personal identification details, geographical locations, and mobility patterns. The protection of 
data privacy is directly correlated with the trustworthiness of users. 

To guarantee individual data security, reference [11] proposed the DRLE framework to establish a 
decentralized learning edge computing approach, yet there still exists certain risks during the collection 
of raw vehicle data [12]. In order to augment the security of data privacy, reference [12] considered 
employing FL for model training. Meanwhile, to analyze the feasibility of this approach, researchers 
utilized the same model as reference [13] as a benchmark for comparison. The final results obtained are 
depicted in Table 2 [12,13]. From the comparison, it is evident that while the privacy of the data has 
been improved, the accuracy of the proposed model decreased from 76.81% to 71.02%. 

Table 2. Baseline v/s FL 

 Baseline FL 
Accuracy 0.7681 0.7102 
Precesion 0.7681 0.7002 
Recall 0.7681 0.7085 
F1-Score 0.768 0.7100 
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FL’s integration and Transport Mode Inference (TMI) was proposed by reference [14] to enhance 
data privacy, termed as PPDF-FedTMI. To assess the model’s performance, researchers utilized a GPS-
based dataset [15] and reconstructed its trajectories in experimental preparation. Analysis of the 
experimental results [14] regarding metrics demonstrating significant potential. However, there is still 
a need for further development in balancing privacy and utility aspects [14]. 

3.3.  Visual System 
In the field of computer vision, data privacy is of paramount importance. For instance, data utilized in 
applications such as facial recognition and surveillance systems often involve sensitive information like 
users' personal identities. If this information is compromised, it could potentially lead to malicious 
events such as identity theft, resulting in economic and psychological losses for the users. 

Reference [16] addresses the unique needs of individuals with hearing impairments by leveraging 
FL to detect Bengali Sign Language while preserving user privacy. Researchers in [16] established a FL 
framework and conducted a comprehensive evaluation of six models concerning accuracy, precision, 
F1 score, recall, and loss. Among these, the proposed Federated Averaging (FedAVG) model achieved 
an accuracy of 98.36% (correctly predicting 9246 out of 9400 samples) [16]. The implementation 
process of FedAVG is illustrated in Figure 4 [17]. In this experiment, FL demonstrated its capability to 
effectively protect data privacy while achieving high accuracy. However, there are still some privacy 
risks associated with collaborative model training that need to be addressed (such as The risks associated 
with collaborative training participants [16]). 

 
Figure 4. The implementation process of FedAVG [17] 

In addition to gesture recognition, FL has also shown promise in human body posture recognition. 
Reference [18] proposed a FL framework (FL-HPR) for human posture recognition, aiming to protect 
data privacy. In the study conducted by reference [18], the researchers performed five-fold cross-
validation on the client-side performance of three FL models (FedAVG, Fedprox, and FedBN) and found 
that the FL framework successfully optimized point cloud segmentation networks’ average performance  
while protecting data privacy. In this study, human posture images were either unobstructed or 
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minimally obstructed. The researchers anticipate achieving high accuracy in recognition even under 
conditions of severe occlusion . 

3.4.  IIoT 
In the IIoT domain, data privacy is equally paramount. Data encompassing sensitive business 
information such as operational efficiency, equipment parameters, and manufacturing processes is 
involved. Unauthorized access to this data could inflict significant economic losses on enterprises, and 
in malicious attack scenarios, compromise production processes leading to security incidents. 

To mitigate potential data security issues, researchers consider adopting a decentralized architecture, 
namely the FL model. The study by researchers in reference [19] integrates FL methods to achieve large-
scale distributed deep learning in IoT environments, ensuring user privacy protection and efficient 
communication. Reference [19] primarily employs approximate computing, distributed optimization 
algorithms, incremental learning, and differential privacy techniques, among others, to test three real-
world datasets. Ultimately, reference [19] achieves a privacy preservation accuracy of 98%, marking an 
improvement over traditional privacy protection techniques, while also enhancing communication 
efficiency. However, its resilience against potential interference attacks requires further enhancement. 

Regarding the aforementioned issues, reference [20] conducted a more in-depth investigation. To 
safeguard data privacy against threats such as data poisoning attacks and interference attacks, reference 
[20] researchers proposed a FL model using multiparty computation. FL faces various threats including 
interference attacks, data leakage, and model reverse engineering, as illustrated in Figure 5 [20]. Given 
these myriad threats, upgrading FL systems becomes imperative. Reference [20] employed algorithms 
based on secure multiparty computation to facilitate collaborative computation among multiple parties 
while ensuring their respective data’s privacy. Compared to conventional FL algorithms, it achieved 
enhanced accuracy; however, an increase in the number of clients also led to higher communication 
overhead and latency rates compared to traditional FL algorithms. 

 
Figure 5. The classification of threats faced by FL[20] 

3.5.  G Networks 
With the widespread adoption of 5G networks, a vast amount of information concerning user privacy 
and corporate confidentiality is transmitted through these networks. While 5G networks facilitate rapid 
data processing, they also escalate the risk of malicious attacks. Therefore, safeguarding the data 
transmitted over 5G networks is of paramount importance. 

The researchers in reference [17] addressed privacy protection concerns by integrating FedAvg, 
adaptive learning rate, and secure aggregation for collaborative model training. Compared to traditional 
methods such as decision trees and linear regression, the approach proposed in reference [17] 
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demonstrates significantly superior accuracy (achieving 95.2%) while also preserving data privacy. 
Furthermore, it exhibits higher efficiency in data processing, meeting real-time requirements and 
utilizing memory resources more effectively than methods like logistic regression [17]. Table 3 
illustrates the comparative performance of FL versus traditional methods [17]. In the realm of network 
applications, FL models exhibit exceptional adaptability and hold promising prospects for broader future 
applications. 

Table 3. Proposed FL Method v/s Traditional Method 

Method Accuracy (%) Efficiency (ms) Memory Usage (MB) Scalability (Nodes) 
Proposed FL Method 95.2 25 120 5000 
Linear Regression 88.5 30 ---- ---- 
Decision 
Trees 92.1 35 ---- ---- 

Logistic Regression ---- ---- 150 4000 
Random Forest ---- ---- 200 3500 

 
Introducing artificial intelligence algorithms in 5G networks raises significant concerns about 

privacy protection. To effectively safeguard user data privacy, researchers in [21] proposed an 
asynchronous weight updating framework based on FL. This framework is split into two distinct parts: 
client-side training and central node training, allowing clients to locally update their model parameters 
and optimizing them on network slicing [21]. As the number of clients increases, reference [21] 
demonstrated stable performance improvements, with the model's performance also increasing with 
additional time rounds. Reference [21] achieved a low-latency approach that reduces overhead while 
enhancing throughput, demonstrating high-performance applications in the 5G domain. 

4.  Conclusion 
As a newly emerged technology, FL has successfully contributed to privacy protection. This paper 
provided a brief introduction to the principles of FL, shifting their focus from theoretical aspects to 
practical applications. The paper organized, analyzed, and summarized the applications of FL in five 
domains: medicine, urban transportation, visual systems, IIoT, and 5G networks. The findings revealed 
that FL can effectively protect data privacy, demonstrating superior performance in this regard. 
Accuracy, a crucial metric for FL models, can be ensured through the integration of other algorithms, 
model optimization, and data preprocessing. Compared to traditional deep learning models, FL models 
can achieve significant improvements in accuracy. Additionally, performance metrics such as memory 
consumption can be enhanced by optimizing certain aspects of FL, such as network slicing. In practical 
applications, optimized FL models outperform traditional deep learning models concerning privacy 
protection, data processing efficiency, and accuracy. The optimization direction of FL varies depending 
on the specific domain and requires contextual judgment. Overall, FL has broad application prospects 
in real life. Beyond specific domains, researchers can delve deeper into hybrid fields for further 
exploration. 
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Abstract. As data sets and data streams continue to expand, traditional machine learning is 
becoming less effective in predicting fake news. This paper is a review of deep learning in fake 
news detection and prevention. Author takes the model based on convolutional neural network 
as an example to illustrate the principle and application of deep learning in fake news detection, 
including OPCNN-FAKE, Dual-channel Convolutional Neural Networks with Attention-
pooling (DC-CNN) model which is completely based on Convolutional Neural Network (CNN), 
and Convolutional Neural Network-Long Short Term Memory (CNN-LSTM) model which 
combines convolutional neural network with long-short time model. These models have obvious 
advantages in accuracy over traditional machine learning models. This paper then points out the 
problems of deep learning in the field of fake news identification: it does not have good 
scalability and slow training speed. The author proposes possible solutions, and widely uses 
transfer learning and uses distributed computing platforms, such as spark, to train models. Hope 
this review can help the research on fake news prediction using deep learning. 

Keywords: deep learning, neural network, fake news. 

1.  Introduction 
Fake news is a subset of information which are deliberately and strategically constructed lies that are 
presented as news articles and are intended to mislead the public [1]. An early enough example of how 
fake news or misinformation to influence human communication is Octavian’s propaganda campaign 
against Antony in the Roman era, which aimed to discredit him by smearing his private life [2]. This 
kind of false propaganda with strong political overtones is common. With the development of the 
Internet, the carriers of fake news are no longer limited to books and newspapers, social media has also 
become one of the main channels for spreading fake news. According to a survey by Andrea Moscadelli, 
during the covid-19 epidemic, there were more than two million clicks on links to fake news on Italian 
social media, accounting for 23.1% of the total number of clicks on links related to covid-19 [3]. This 
range of fake news undoubtedly reduces the efficiency of people obtaining effective information and 
increases the time cost of obtaining real information. Hence, it is important to identify which information 
is fake news and remind the public to be vigilant against it. 

The development of technology has not only facilitated the spread of fake news, but also helped in 
combating fake news. Today, researchers are using various data mining methods to improve the model's 
ability to identify fake. For instance, Shu et al divides the feature extraction of fake news into two 
categories, 'news content feature' and 'social context features' [4]. Modeling based on news content can 
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be categorized into two types: fact-based modeling and style-based modeling, which focuses on the 
author's style. Additionally, modeling based on social context can be segmented into modeling that 
considers the author's position and modeling that assesses the dissemination potential of the article. 
Using these four classification methods, the classification algorithm for fake news is constantly 
improved. As an emerging technology, deep learning has been proven to be more effective than 
traditional machine learning in predicting fake news [5] due to its superior feature extraction capabilities 
in processing high-dimensional and complex data. These capabilities are exactly what is needed for fake 
news prediction.  

Based on this reality, the four classification methods mentioned above have made new technological 
breakthroughs after the introduction of deep learning. In terms of modeling based on factual information, 
Xu et al. used graph neural networks to model long-distance semantic relationships in news and evidence 
[6]. In terms of modeling based on pattern information, Altheneyan et al. created a stacked ensemble 
model to detect the stance of article titles [7]. At the same time, Sheng et al. proposed the Pref-FEND 
model, attempting to achieve joint detection of "pattern information-based" and "factual information-
based" through graph convolutional neural networks and attention modules [8]. 

Given the recent important progresses made in this field, this paper aims to summarize the recent 
deep learning techniques for fake news detection. In the rest of this paper, Section 2 will list the deep 
learning models and methods used by different researchers. Section 3 will compare and analyze the 
advantages and disadvantages of different models, as well as explain potential future research directions. 
Finally, Section 4 will summarize the paper. 

2.  Method 

2.1.  Introduction of deep learning 
Deep learning is a type of machine learning. Unlike traditional machine learning, deep learning does not 
require different vector extractors for different tasks, but instead combines simple but nonlinear modules, 
each of which transforms one level of representation into a higher, more abstract representation [9]. 
Taking a traditional Artificial Neural Network (ANN) shown in Figure 1 as an example, after the features 
are passed into the input layer, they are processed by multiple hidden layer functions, and the final result 
is calculated by the hidden function of the data layer to obtain the final result. 

 
Figure 1. The model of the neural network [10]. 

After continuous improvement and optimization, deep learning has evolved into different branches 
to meet different needs. It can be roughly divided into ANN, Convolutional Neural Networks (CNN), 
Deep Neural Networks (DNN), Graph Neural Networks (GNN), and Recurrent Neural Networks (RNN) 
according to their structure and application. In natural language recognition, the Long Short-term 
Memory (LSTM) network improved from the recurrent neural network is a commonly used model. 
LSTM can capture long-term dependencies by introducing forget gates, input gates, and output gates. 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241567 

163 



 

 

2.2.  OPCNN-FAKE 
OPCNN-FAKE is a specialized CNN model for fake news prediction [11]. It extracts high-level and 
low-level features from news texts through a combination of multiple convolutional layers and pooling 
layers. The model consists of six main layers. The embedding layer embeds each word of the news text 
into a vector space, where each row of the vector corresponds to a word. The input dimension represents 
the size of the vocabulary, and the output dimension represents the dimension of the word vector; the 
dropout layer is used for regularization to prevent the model from overfitting, and the model dropout 
ratio is set to 0.5 for the best; the convolution layer is used for feature extraction, and the Rectified 
Linear Unit (ReLU) activation function is used to identify features; the pooling layer reduces the number 
of features through the maximum pooling operation, retaining only the most important features; the 
flattening layer converts the multi-dimensional feature map into a one-dimensional array; and the output 
layer generates the final result. After the model is built, hyperopt is used for hyperparameter 
optimization to select the best parameter combination.  

2.3.  DC-CNN 
The Dual-channel Convolutional Neural Networks with Attention-pooling (DC-CNN) model effectively 
improves the accuracy of fake news detection by combining multi-channel convolutional neural 
networks and attention pool optimization mechanisms [12]. The embedding layer of this model uses the 
DWtext method to generate word embeddings and generates context-related word vectors through word 
segmentation and data cleaning. In the process of data clarification, DWtext can filter out irrelevant 
information and retain useful classification features. DWtext ensures that words with the same context 
have similar semantics by predicting context word vectors. This method can also handle new words and 
derivative words at the same time; the convolution layer uses a variety of convolution kernels to extract 
text features and capture local dependencies between adjacent words; the dual-channel pooling layer 
extracts local and global features through Max-pooling and Attention-pooling respectively, among 
which the Max-pooling layer: is mainly used to extract local features, reduce redundant features, and 
improve the robustness of the model; the Attention-pooling layer uses a multi-head attention mechanism 
to capture long-distance dependencies and enhance the learning of global semantics; the classifier inputs 
the extracted features into the fully connected layer for classification and outputs the fake news detection 
results. 

2.4.  CNN-LSTM 
This model is a hybrid neural network that combines the two basic models of CNN and RNN [13]. The 
model is mainly divided into five parts. The embedding layer converts the input news title and topic into 
word vectors and converts each word into a 100-dimensional vector. The number of input features is 5, 
000, and the output is a 5, 000×100 matrix; the convolution layer extracts local features of the input text 
and uses 64 filters of different sizes for convolution operations; the maximum pooling layer reduces the 
feature dimension and retains important features; the LSTM layer processes sequence data and captures 
long-distance dependencies; the fully connected layer uses the softmax activation function for multi-
classification output. In order to improve the efficiency and performance of the model, this model uses 
two feature selection and dimensionality reduction methods, Principal Component Analysis (PCA) and 
chi-square test (Chi-Square). 

3.  Discussion 
Based on the above and similar studies, the identification of fake news has made great progress due to 
the introduction of deep learning. However, there are still some shortcomings and challenges in the 
current research. 

The important thing to consider is the scalability of the model dataset. Currently, many fake news 
identification models have good performance on the given small data. However, whether the accuracy 
can reach the same level as that of the small dataset when migrating to a larger dataset remains to be 
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verified. Model developers often consider migrating the model to a larger dataset as a future work 
direction [11]. 

Similar, the models generally lack cross-language and cross-cultural generalization capabilities. 
When training the model, it is often only trained on texts in a single language, mainly English. Due to 
differences in culture and writing habits, a model trained in one language is difficult to effectively 
recognize articles in another language. In fact, due to the characteristics of some languages, such as 
Chinese and Japanese, there are no white spaces between words [14], so some models trained in non-
language languages cannot be applied at all.  

At the same time, model training speed is also a very thorny issue. Taking the CNN-LSTM model 
mentioned as an example, it takes 3 hours to train a training set of 50,000 samples based on 2 Intel Xeon 
8-core 2.4GHz processors and 32GB DDR4 memory [11]. 3 hours of training time are a reasonable time 
for this task and model, but considering the training configuration, the training time of a machine with 
ordinary configuration will be longer. For actual application scenarios, this time may still need to be 
optimized. 

Based on the above problems, a possible solution is to use transfer training to train new models based 
on existing related tasks, reduce the need for large-scale labeled data in the target domain, and improve 
the performance of the model in the target domain by adjusting the differences in features and data 
distribution between the original domain and the target domain [15, 16]. In the work of fake news 
prediction, for models of language style and sentiment analysis, transfer learning methods can be used 
to resolve differences between different data by reweighting instances in the source domain or 
discovering potential common feature spaces, so as to achieve the goal of not having to completely 
retrain the model. 

Another possible method is to conduct model training based on distributed computing platforms, 
such as spark. Spark has the characteristics of memory computing, distributed computing, integration, 
etc. It can rely on memory to process data in parallel on the cluster, which can significantly improve the 
computing speed [17]. Spark also provides a wealth of high-level libraries (such as SparkSQL, GraphX), 
which simplify data preprocessing, feature extraction and other processes. 

4.  Conclusion 
This work summarizes the recent innovations and applications of deep learning in fake news 
identification. This article focuses on three deep learning models used in fake news identification: 
OPCNN-FAKE, DC-CNN, and CNN-LSTM. Compared with general machine learning, they have better 
prediction accuracy. At the same time, in the field of fake news prediction, the scalability and training 
speed of the model are issues worthy of attention. To solve these two problems, this paper proposes two 
possible solutions: transfer learning and distributed computing, which can be considered the effective 
solutions for these issues. 
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Abstract. The rapid development of information technology has ushered in a new era of big data 
in the financial industry, which has provided financial institutions with a plethora of novel tools 
for risk management, while also playing a pivotal role in the industry's risk control landscape. 
This paper analyzes the public data of existing financial institutions, combines relevant literature, 
and employs big data technology to assess and identify risks, which aims to explore how big data 
technology can improve the risk management ability of the financial industry. In addition, the 
paper examines the challenges and problems faced by big data technology in the application of 
financial risk control, including data privacy and security, technology costs, and the demand for 
specialized talents. The research demonstrates that big data technology improves the speed and 
accuracy of risk identification, but also points out the challenges of data privacy and security 
management. Future risk control models need to better integrate big data analytics with 
traditional risk management methods, thus promoting the further development and application of 
big data technology in the field of risk control. 

Keywords: Big Data, Internet Finance, Risk Challenges, Financial Industry. 

1.  Introduction 
In the 21st century, driven by the trend of informationization, big data technology is reshaping the 
ecological landscape of the modern financial management industry. Particularly in risk management, the 
application of big data technology has significantly enhanced risk identification precision and 
evaluation effectiveness, while also fostering profound innovation and personalized development within 
financial services. However, alongside the widespread adoption of big data technology, a range of 
complex and severe challenges have emerged. For instance, issues surrounding data security and 
privacy protection have become prominent concerns, while talent shortages and skills gaps pose 
potential threats to the healthy and stable growth of the financial industry. Therefore, it holds immense 
theoretical and practical significance to thoroughly discuss both the impact and challenges posed by big 
data technology on risk management within the financial industry. This paper employs a literature 
review and data analysis to assess and identify risks, with the objective of exploring how big data 
technology can enhance the risk management capability of the financial industry. Furthermore, this 
paper examines the challenges and problems encountered by big data technology in the application of 
financial risk control. The results indicate that big data technology enhances the speed and accuracy of 
risk identification while also identifying challenges in data privacy and security management. Future 
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risk control models must integrate big data analytics with traditional risk management methods to 
further develop and apply big data technologies in the field of risk control. 

2.  Overview of Big Data Development and Applications 
Big data, known for its massive data volume, diverse data types, fast processing speed and profound 
value potential, is also referred to as 4V. In the financial world, big data has become ubiquitous, giving 
financial companies unprecedented risk insight and assessment power. These data are not only 
numerous, but also cover a variety of types, such as transaction records, user behavior, market dynamics, 
etc., which together constitute a comprehensive risk profile of financial institutions 

2.1.  Main Application of Big Data 
Nowadays, big data technology has permeated various industries and sectors, emerging as a pivotal 
force driving social progress and development. In the financial domain, the application of big data 
technology is extensive and profound, offering robust support for risk management, business innovation, 
and customer service within financial institutions. The manufacturing industry leverages big data to 
optimize production processes and achieve intelligent manufacturing. Transportation systems employ 
big data analytics to alleviate congestion and enhance efficiency. The telecom sector optimizes services 
through customer data analysis [1]. Educational institutions also utilize learning data analysis to enhance 
teaching quality. As technology advances further, big data will be more deeply integrated into these 
fields, underscoring the increasing significance of ensuring data security and privacy protection. These 
applications not only boost industry efficiency but also provide substantial impetus for societal progress 
[1]. 

2.2.  Impact of Big Data on the Financial Sector 
The profound impact of Big Data on the financial industry cannot be overstated. The utilization of big 
data technology has revolutionized the operations of financial institutions, significantly enhancing their 
capacity and efficiency in risk management. Furthermore, it empowers these institutions to conduct 
more precise risk assessments and develop more effective management policies. Additionally, the 
application of big data technology has fostered innovation in financial services by promoting 
personalized offerings and products, thereby enabling financial institutions to cater to diverse customer 
needs and risk appetites effectively. These advancements not only benefit financial institutions but also 
provide customers with tailored financial solutions. 

3.  Risk Management in Internet Finance and its Associated Risks 

3.1.  Definition and Classification of Internet Finance 
Internet finance, as a result of the deep integration between finance and technology, is progressively 
emerging as a pivotal component within the financial industry due to its inherent attributes of 
convenience, efficiency, and inclusivity. It encompasses various sub-domains such as online lending, 
Internet payment systems, Internet-based insurance services, and Internet-driven fund sales; thereby 
presenting novel avenues for the advancement of traditional financial services. 

3.2.  Role of Internet Finance in Society 
Internet finance plays a pivotal role in contemporary society, exerting profound influence on economic 
development, social progress, and individuals' lives with its distinctive advantages and innovative 
approach. Firstly, Internet finance offers more convenient and cost-effective financing channels for 
small and medium-sized enterprises (SMEs) as well as individuals. Traditional financial institutions 
often exhibit caution towards the financing needs of SMEs and individuals due to factors such as cost 
and risk [2]. Leveraging big data, cloud computing, and other technological means, internet financial 
platforms can swiftly and accurately assess borrowers' credit status and repayment capacity, thereby 
providing more flexible and personalized financing services [2]. Secondly, the development of inclusive 
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finance has been aided by online financing. Internet finance is a vital tool in accomplishing the goal of 
inclusive finance, which is to make financial services more accessible to a larger segment of society. 
The accessibility gap to financial services can be closed by providing low-income and remote 
communities with the same financial services options as metropolitan populations using online financial 
platforms. Additionally, internet finance has stimulated innovation within the financial market's 
development. By introducing novel business models, technical approaches, and service concepts; 
internet-based financial platforms have disrupted traditional financial institutions' monopoly position 
while promoting competition within the market along with reform initiatives. This transformation not 
only enhances efficiency levels alongside service quality but also infuses new vigor into the overall 
landscape of the financial market.  

3.3.  Risk Control Strategies for Internet Finance 
However, the rapid development of Internet finance has brought about increasingly prominent risks and 
challenges. In order to effectively address these risks, Internet financial enterprises have implemented a 
series of risk control strategies. To cope with diversified risks, comprehensive risk control strategies 
have been adopted by these enterprises. These encompass various dimensions such as legal compliance, 
technical security, user education, and the utilization of big data technology for user behavior analysis 
and transaction monitoring. Through the implementation of real-name authentication, credit scoring 
systems, black-gray list management, and other measures, multi-level risk management systems have 
been established [3]. Additionally, regular strategy monitoring and review ensure that risk control 
measures are updated in response to market changes to safeguard business operations' robustness and 
client asset safety. This comprehensive risk control framework not only ensures the healthy 
development of Internet finance but also enhances trustworthiness and reliability within the entire 
industry.  

4.  Emerging Trends in Risk Control 
In today's digital age, the rapid development of Internet finance has made risk control one of the 
important challenges faced by financial institutions. In order to meet the increasingly complex and 
changeable risk environment, the integration of deep algorithms, big data and machine learning 
technology has become a new trend in the field of risk control. The combined application of these 
techniques in risk control and the changes they bring are discussed in detail below. 

4.1.  Advanced Applications of Depth Algorithms in Risk Control 
The advent of powerful learning and processing capabilities, coupled with the advent of deep algorithms, 
has brought a novel perspective to the field of risk control. The construction of deep neural network 
models enables financial institutions to conduct in-depth analysis of complex features and patterns in 
user data, thereby facilitating more accurate risk identification and prediction. In the field of credit 
assessment, traditional scoring models frequently rely on credit data and simple statistical methods. 
However, with the advent of big data technology, financial institutions have gained access to a greater 
variety of user data, including social network data and consumer behavior data. Credit scoring models 
are constructed using deep neural networks (e.g., CNNs or RNNs), which are trained with voluminous 
data to discern intricate interrelationships between user information profiles. 

4.2.  Deep Integration of Big Data and Machine Learning 
Big data provides rich data resources for machine learning, and machine learning algorithms can dig out 
potential risk rules from massive data. In the field of risk control, the deep integration of big data and 
machine learning has realized real-time monitoring, automatic identification and early warning of risks. 
Fraud is a common risk in payment platforms. In order to effectively identify fraud, a payment platform 
has adopted a fraud detection system based on machine learning. By monitoring users' transaction data 
and behavior patterns in real time, the system uses support vector machine (SVM), Random Forest and 
other algorithms to build fraud prediction models. Once the system identifies an abnormal transaction or 
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behavior pattern, it will immediately trigger an early warning mechanism and take appropriate risk 
control measures. In addition, the system can dynamically adjust risk management strategies according 
to market changes and risk challenges to ensure the safety of funds. 

4.3.  Integrated Applications of Deep Algorithms, Big Data and Machine Learning 
In the field of risk control, the integrated application of deep algorithms, big data and machine learning 
can achieve more accurate and efficient risk control. By building deep learning models, financial 
institutions can deeply mine complex features and patterns in user data; Big data provides rich data 
resources for machine learning, enabling machine learning algorithms to identify and predict risks more 
accurately. At the same time, big data and machine learning technology can also realize real-time 
monitoring and dynamic adjustment of risks, ensuring that financial institutions can timely respond to 
market changes and risk challenges [4]. 

4.3.1.  Comprehensive Risk Control Platform. To improve the risk control ability, a comprehensive risk 
control platform can be built, which integrates a variety of technologies such as deep learning, big data, 
and machine learning, and realizes the comprehensive monitoring and management of various types of 
risks. Through deep learning models, the platform can automatically learn and extract complex features 
from user data; At the same time, big data provides platforms with rich data sources that allow machine 
learning algorithms to identify and predict risks more accurately. In addition, the platform also has 
real-time monitoring and dynamic adjustment capabilities, which can adjust risk management strategies 
in a timely manner according to market changes and risk challenges. This comprehensive application 
not only improves the accuracy and efficiency of risk control, but also realizes the intelligence and 
individuation of risk management. In summary, the integration of deep algorithms, big data and machine 
learning in the field of risk control provides a new solution for financial institutions. 

4.3.2.  Innovative Practice of Data mining and Transmission in Risk Control. Data mining and 
transmission play a crucial role in the risk control of Internet finance. Through in-depth mining and 
analysis of user data, financial institutions can find valuable information hidden behind the data, such as 
the user's credit status, consumption habits, investment preferences, etc. This information not only helps 
financial institutions to develop more accurate risk management strategies, but also provides 
decision-making support for financial institutions. At the same time, efficient data transmission 
mechanisms ensure that risk control measures can be implemented in a timely and effective manner. By 
establishing a sound data sharing and exchange platform, financial institutions can realize real-time data 
sharing and collaborative work, and improve the efficiency and accuracy of risk control work. 

4.3.3.  Core Role of data Processing and Analysis in Risk Control. Data processing and analysis is one 
of the core applications of big data technology in Internet financial risk control. In the face of massive 
user data, financial institutions need to extract valuable information through efficient data processing 
and analysis technology, which includes data cleaning, integration, analysis and visualization. Through 
data processing and analysis, financial institutions can more comprehensively understand the user's 
behavior characteristics, credit status and risk level, and provide strong support for risk decision-making. 
At the same time, data processing and analysis technology can also help financial institutions find 
potential risk points and trends, formulate risk response strategies in advance, and reduce risk losses. 

5.  Challenges of Big Data Technologies for Risk Control and Management 

5.1.  Data Security and Privacy Protection 
With the wide application of big data technology in risk control and management, data security and 
privacy protection issues have become increasingly prominent. Given the substantial volume of 
sensitive data involved in risk control management, including user identity information and transaction 
records, ensuring the security and privacy of these data sets has become a significant challenge for 
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financial institutions. Once the data is leaked or abused, it may lead to serious consequences, such as 
damage to the rights and interests of users and damage to the reputation of financial institutions. 
Therefore, financial institutions need to strengthen the research and development and application of data 
security management and privacy protection technology to ensure data security in the process of risk 
control management. 

5.2.  Technology Update and Talent Shortage 
The rapid development of big data technology has placed higher requirements for technical update and 
talent training of financial institutions. However, there is a relative shortage of professionals in the field 
of big data in the market at present, which makes financial institutions face certain difficulties in 
introducing and applying big data technology. In order to meet this challenge, financial institutions need 
to increase personnel training and introduction efforts to improve the level of big data technology and 
application capabilities of employees. Meanwhile, financial institutions should also strengthen 
cooperation with universities and research institutions to jointly promote the development and 
application of big data technology. [5]. 

5.3.  Regulatory and Compliance Challenges 
The application of big data technology in risk control and management is becoming more and more 
extensive, and relevant regulatory and compliance requirements are becoming increasingly stringent. 
Financial institutions need to carry out risk control management under the premise of complying with 
laws and regulations to ensure data compliance and legitimacy. At the same time, financial institutions 
also need to strengthen communication and cooperation with regulators to jointly promote the healthy 
development of big data technology in the field of risk control and management. In addition, financial 
institutions need to be aware of international data protection regulations and standards to ensure 
compliance when doing business globally [6]. 

6.  Conclusion 
To sum up, big data technology has brought far-reaching impacts and challenges to the risk control and 
management of the financial industry. Through the deep integration and innovative practice of deep 
algorithms, big data, machine learning and other technologies, financial institutions can better cope with 
risk challenges and improve risk management. However, issues such as data security and privacy 
protection, technological updates and talent shortages, and regulatory and compliance challenges cannot 
be ignored. 

Looking ahead, with the continuous progress of technology and the improvement of regulations, the 
application of big data technology in the risk control management of the financial industry will be more 
extensive and in-depth. Financial institutions will be able to use more advanced data mining and 
analysis techniques to achieve more accurate identification and assessment of risks. At the same time, 
with the continuous development of emerging technologies such as artificial intelligence and blockchain, 
big data technology will integrate with these technologies to jointly promote the innovation and upgrade 
of risk control management in the financial industry. with the acceleration of globalization and digital 
transformation, financial institutions also need to strengthen international cooperation to jointly address 
cross-border risk challenges and achieve globalization and synergy in risk management and control. 
And Internet financial enterprises should make full use of big data software systems to conduct 
comprehensive and accurate analysis of various investment portfolios, so as to improve the quality of 
Internet financial investment. Furthermore, Internet financial enterprises should employ a 
comprehensive range of view-based and automated models to effectively identify and predict Internet 
financial risks, and implement targeted risk prevention measures on this basis. 
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Abstract. There is often some false information in social platforms to mislead public opinion. 
Due to the rapid development of the Internet, the spread of false information on the Internet has 
become easier, which has brought many losses to people's economy and life. In this paper, the 
relevant research on false information based on bidirectional convolutional networks is analyzed, 
and the method is divided into four stages: data preprocessing, model architecture, training 
process and prediction process. Then, the relevant research on rumor detection by propagation 
tree kernel model are analyzed. Finally, this paper delineates a comprehensive framework that 
amalgamates enhanced Convolutional Neural Networks (CNNs), Long Short-Term Memory 
(LSTM) networks, and a hybridized Black Widow Optimization (BWO) with Moth Optimization 
Algorithm (MOA) (referred to as HM-BWO) for the accurate detection of network-based false 
information. This paper analyzes and discusses the challenges of poor universality and 
insufficient detection speed encountered by the current rumor detection research and puts 
forward the idea of introducing migration model to solve the problem of poor universality and 
Spark to solve the problem of insufficient detection speed. This article provides a good overview 
of the field of online disinformation. 

Keywords: machine learning, natural language process, rumor detection. 

1.  Introduction  
Network false information refers to information presented in the form of words, images, audio and video 
or symbols in the carrier of modern information networks, which is inconsistent with the facts or 
fabricated, disrupts the political, social, economic and other order, or infringes on the legitimate rights 
and interests of others. In social media, there is usually some false information to mislead the public 
opinion, so as to achieve the purpose of obtaining economic benefits or achieving certain political goals. 
With the progression of the internet era, the substantial rise in the quantity of internet users, and the 
dissemination of online social networking practices, the propagation of misinformation on the web is 
more facile than that via conventional news mediums such as newspapers and radio. The nominal 
expense associated with sustaining social media platforms, coupled with their user-friendly interfaces, 
exacerbates this developing trend. By comparing the depth, size, maximum breadth and structural 
virality of the cascade of false information and true information forwarding, it can be observed that false 
information disseminates significantly more extensively, rapidly, deeply, broadly, and structurally 
perniciously than true information [1]. The losses caused by false information are huge. For example, 
BBC News reported on August 12, 2020, that a new study showed that in the first three months of this 
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year alone, false information about the novel coronavirus on social media had led to at least 800 deaths 
and about 5,800 hospitalizations worldwide [2]. Therefore, research on the detection of false information 
on the Internet is very necessary. In the face of the massive network information generated every day, 
traditional manual detection methods cannot accurately distinguish false information, while artificial 
intelligence has a strong ability to extract text image information feature values and prediction, and can 
quickly identify false information on the network and reduce the harm brought by false information on 
the network. 

Artificial intelligence has made great progress in recent years. It has a variety of algorithms, such as 
logistic regression model, decision tree, naive Bayes function, convolutional neural network, etc., which 
have been applied in finance, medical treatment, games, risk assessment, data analysis and other fields. 
In journalism, there have been many people using artificial intelligence technology to do related research, 
and the detection of false information on the Internet is an important direction of journalism. At present, 
there are many researchers using the relevant model of artificial intelligence to study the detection of 
false information on the Internet. For instance, the Binary Graph Convolutional Network (Bi-GCN) 
model delves into these two aspects by employing a concurrent top-down and bottom-up approach to 
rumors' dissemination. The system employs the Graph Convolutional Network (GCN) in conjunction 
with a top-down directed graph to elucidate the patterns of rumor propagation, and conversely, integrates 
the GCN with the inverse graph of rumor propagation to encapsulate the architecture of its dissemination 
[3]. Furthermore, certain studies have embraced the non-linear structural characteristics of the 
propagation tree, integrating them with linear features for the purpose of rumor classification [4]. In 
addition to applications in machine learning, deep learning models are also applicable in pertinent 
research concerning the detection of false information on the internet. For instance, graph neural 
networks are employed to acquire the representation of user relevance from the binary graph 
encapsulating the correlation between users and source tweets [5], and the representation of information 
propagation using tree structure. This paper then combines the representations learned from these two 
modules to classify the rumors. 

The present study endeavors to furnish a thorough summary of the artificial intelligence mechanisms 
employed in the detection of misinformation across the Internet. It is mainly composed of four parts and 
the rest is organized as follows. First, in the second part, this review will elaborate on the methods used 
to detect false information on the Internet in detail. In the third part, the current status and development 
of the current network false information detection and the challenges it faces. In the last part, I will make 
a summary of the whole article. 

2.  Method  

2.1.  Introduction of machine learning 
Network false information detection based on machine learning mainly includes data collection, data 
preprocessing, feature extraction, selection of learning model, training model, model evaluation, model 
optimization and practical application shown in Figure 1. 

Data collection: Collect large amounts of textual data containing true information and rumors. 
Data preprocessing: the text is cleaned, the word is divided, the word is stopped and so on, and the 

text is transformed into a form suitable for model processing. 
Feature extraction: Extract meaningful features from preprocessed text, such as word frequency, part 

of speech, semantic features, etc. 
Select learning model: It is imperative to choose an appropriate machine learning model that aligns 

with the distinct attributes of the problem at hand. 
Training model: Utilize the annotated training data to refine the model. 
Model evaluation:Utilize an exclusive test dataset to assess the efficacy of the model. 
Model optimization: Adjust and optimize the model based on the evaluation results, such as adjusting 

parameters, trying different models, or combining multiple models. 
Practical application: The optimized model is applied to new text data for rumor detection. 
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Figure 1. Flow chart of network false information detection based on machine learning (Photo/Picture 
credit: Original). 

2.2.  Machine learning models 

2.2.1.  Bi - GCN 
The authors introduce a novel rumor detection approach utilizing a Bidirectional Graph Convolutional 
Network (GCN), designed to identify rumors on social media platforms. This method integrates the 
attributes of both rumor propagation and diffusion, conducting an analytical investigation of rumor 
characteristics through traversal in both upward and downward propagation directions. The 
methodology is primarily composed of four sequential phases: data preprocessing, architectural design 
of the model, the training regimen, and the subsequent prediction phase. During the data preprocessing 
stage, the researcher employed a trio of datasets: Weibo, Twitter15, and Twitter16. These data sets 
contain information such as users, posts, retweets and reply relationships. The authors extracted the TF-
IDF values of the posts as features, and built a propagation structure based on the forward and reply 
relationships. The authors then divided the data into training sets, verification sets and test sets based on 
the rumor tags. Using DropEdge during the training phase to avoid overfitting problems. The researchers 
employed a bidirectional Bi-GCN architecture for the identification of rumors within social media 
platforms.This architectural design integrates a Top-Down graph Convolutional network (TD-GCN) 
with a Bottom-Up graph Convolutional network (BU-GCN). The TD-GCN facilitates the dissemination 
of rumors by enhancing the transmission of information from parent nodes to their descendant nodes. 
Conversely, the BU-GCN encapsulates rumor propagation by aggregating information from descendant 
nodes to their parent node. The model splices the output of TD-GCN and BU-GCN to obtain the final 
rumor detection result [3]. 
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2.2.2.  Propagation tree kernel model 
The author uses the Propagation Tree Kernel (PTK) and the Context-Sensitive Propagation Tree Kernel 
(cPTK) to detect rumors. 

Two datasets, Twitter15 and Twitter16, were used in the experiment. These two datasets contain a 
large number of source tweets and their spread structure, and have been labeled as either rumors or non-
rumors.The efficacy and preeminence of the proposed propagation tree kernel model, as well as the 
context-sensitive propagation tree kernel model, have been empirically substantiated through 
experimental validation on the respective datasets. 

In the course of the experiment, the author delineates the dissemination of every individual tweet as 
a hierarchical tree framework. Herein, the root node corresponds to the originating tweet, while the leaf 
nodes signify the audience's responses to the post. Furthermore, the directed edges encapsulate the inter-
node responsive relationships.Subsequently, the higher-order structure of diverse rumor types is 
delineated through the computation of the likeness between their propagation trees.Certainly, the Pattern 
Tree Kernel (PTK) or its compressed variant (cPTK) is utilized to measure the similarity within these 
propagation trees. Subsequently, these trees are incorporated as features into a kernel-based Support 
Vector Machine (SVM) classifier for the intent of classification. Within the confines of a multi-
classification endeavor, the one-to-many classification strategy is adopted, wherein the category 
garnering the highest likelihood is nominated as the predictive outcome [4]. 

2.2.3.  ICNN 
In the current research, they present a novel hybrid deep learning architecture for the detection of fake 
news. This framework integrates Enhanced Convolutional Neural Networks (ECNN), Long Short-term 
Memory Networks (LSTM), and a hybridized approach incorporating the Black Widow Optimization 
(BWO) and Moth Optimization (MO) algorithms to facilitate the automated detection and categorization 
of fraudulent news content prevalent on social media platforms. The data utilized in the analysis is 
sourced from the Fake News Challenges (FNC) repository, as well as the KDnuggets and ISOT datasets. 

In this experiment, the authors used an improved convolutional neural network structure called ICNN. 
The Integrated Convolutional and Recurrent Neural Network (ICNN) harnesses the merits of both 
convolutional and recurrent neural networks, facilitating the concurrent processing of textual spatial and 
temporal information. The architecture of the Integrated Convolutional Neural Network (ICNN) 
comprises an input layer, a convolutional layer, a pooling layer, a recurrent layer, a fully connected layer, 
and an output layer. The input layer is tasked with processing textual data, whereas the convolutional 
and pooling layers are responsible for the extraction of textual features. The recurrent layer applies 
recurrent processing on the extracted features, thereby enhancing the network's ability to model temporal 
dependencies [5]. 

3.  Discussion 

3.1.  Limitations and challenges 

3.1.1.  Generality 
Generally, the generality of the model is strongly related to the training set used in the training model. 
For example, the data set of a social platform is used to train the false information detection model, and 
the trained model is used to detect false information on another platform, which will fail to accurately 
detect false information. Because their data distribution is different, such as video data, text data, user 
comment data etc, there are great differences, resulting in poor universality of detection models. 
However, due to the poor universality of the detection model, it is required to train the model separately 
for different models and different language countries, resulting in a great increase in cost. Therefore, 
how to train the detection model with certain universality or easy migration through the field of easy 
data collection for cross-domain, cross-platform and cross-source information detection is a huge 
challenge that cannot be avoided in the application of false detection technology. 
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3.1.2.  Speed 
In the real-time application environment, information detection is faced with massive data flow, and 
false information spreads viral far faster than true information. For the release of some information, time 
sensitivity is very important. The core of human curiosity and the pursuit of novelty constitutes the 
foundational factor that ascertains the timeliness value of news content. Daily, a vast quantity of 
information traverses social media platforms, and there is a prevalent preference among internet users 
for the most recent updates, which in turn intensifies the necessity for the immediate identification and 
verification of misinformation. At the same time, there are great requirements for the speed of detecting 
false information. Training models to detect faster is a big challenge. 

3.2.  Future prospects 

3.2.1.  Transfer learning 
Transfer learning is a kind of learning method in machine learning. Transfer learning facilitates the 
application of established learning models within diverse, yet interconnected, environments. In 
conventional machine learning approaches [6-8], the models lack sufficient flexibility, resulting in 
suboptimal performance when addressing variations in data distribution, dimensionality, and model 
output alterations. Transfer learning mitigates these constraints by incorporating knowledge from the 
source domain, thereby enhancing the modeling process under varying conditions of data distribution, 
feature dimensions, and model output dynamics [6]. The combination of transfer learning and false 
information detection model can effectively solve the problem of poor generalization of the model. 

3.2.2.  Spark 
Apache Spark is an expedient big data processing engine that excels in distributed computing 
environments, enabling the efficient manipulation of massive datasets across clusters. This technology 
has garnered significant popularity in recent times. This framework is poised to supersede Hadoop, as 
depicted in Figure 2. Its primary benefits include rapid processing, user-friendliness, and exceptional 
adaptability. Its paramount feature is its expediency, boasting speeds that are 100 times faster in memory 
and 10 times faster on disk when compared to HadoopMapReduce [9, 10].                         

 
Figure 2. Structure based on spark SQL training and testing data sets [7]. 

In recent years, many studies have used Apache Spark to conduct data analysis and processing in the 
data preprocessing stage of network false information detection, but few have combined it with model 
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training. In the future, it is very promising to combine the model training of rumor Apache Spark and 
network false information detection to improve the speed of training model and model optimization. 

4.  Conclusion 
This manuscript has provided an exhaustive summary of the methodologies employed in the detection 
of misinformation on the internet. In this paper, researches on the detection of network false information 
by Bi-GCN, Propagation tree kernel model and ICNN are investigated respectively, and their specific 
processes and algorithms are explained in detail. After discussion and analysis, it could be found that in 
the field of network false information detection, there are mainly two problems: poor universality of 
detection model and insufficient detection speed. To solve these two problems, this paper proposed a 
solution that uses Spark platform to solve the insufficient speed of model detection and uses transfer 
learning method to solve the poor universality of detection model. In the future, the further study plans 
to apply the proposed hypothesis to serve the research of network false information detection. 
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Abstract. The stock market is known as the barometer of the national economy, and 
macroeconomic factors have an important impact on the volatility of the stock market. Therefore, 
considering the impact of macroeconomic factors on the sustainability of stock market volatility 
will help to capture the time-varying characteristics of volatility persistence, so as to significantly 
improve the estimation and forecasting effect of volatility. In this work, the generalized 
autoregressive conditional heteroskedasticity-mixing data sampling (GARCH-MIDAS) model 
is adopted, which combines the advantages of the GARCH model in short-term volatility 
modeling and the advantages of MIDAS regression in integrating macroeconomic variables of 
different frequencies. The GARCH model provides an accurate depiction of intraday volatility 
in financial markets by capturing the dynamic nature of short-term volatility. MIDAS regression 
introduces long-term macroeconomic factors into volatility modeling by integrating 
macroeconomic data with different sampling frequencies, thus making up for the shortcomings 
of traditional measurement methods in frequency matching. By combining these two methods, 
the GARCH-MIDAS model can more comprehensively reflect the dynamic changes of stock 
market volatility, considering both the impact of short-term market volatility and the role of long-
term macroeconomic factors, thus providing a more accurate and in-depth analytical tool for 
volatility prediction and risk management. The results show that the GARCH-MIDAS model 
can significantly improve the accuracy of volatility forecasting, and provide more reliable 
decision support for investors, policymakers and economists. 

Keywords: Macroeconomic Indicators, Stock Market, Correlation Analysis, Long-short Term, 
Machine Learning. 

1.  Introduction 
A healthy stock market is an important guarantee for the stable development of the national economy, 
and stock price fluctuations are one of the basic characteristics of the stock market. Investors can buy 
stocks when the stock price is low and sell the stock when the stock price is high, so as to achieve greater 
gains. The fluctuation of stock prices not only provides investors with profit opportunities, but also helps 
to realize the resource allocation function of the stock market. The huge and frequent volatility of the 
stock market not only affects the behavior of investors, but can also hinder the continued healthy 
development of the economy [1]. Therefore, studying the volatility of the stock market can help to better 
understand the operating laws and mechanisms of the stock market.  

How to model and predict stock market volatility has become a hot issue for many scholars. For 
practitioners and regulators in the financial markets, it is essential to have accurate volatility forecasts. 
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A large number of scholars have conducted in-depth research on this purpose, building a series of models 
to predict volatility. Accurate volatility forecasting not only helps investors avoid market risks, but also 
helps regulators maintain market stability [2]. Considering the impact of macroeconomic factors on the 
sustainability of stock market volatility in the model will help to capture the time-varying characteristics 
of volatility more accurately, thereby significantly improving the effectiveness of the model in in-sample 
data fitting and out-of-sample forecasting [3]. 

The stock market is an important part of the development of the national economy and has three 
major functions: first, the financing function, commercial enterprises can issue stocks to raise funds in 
order to achieve rapid development; the second is the investment function, where investors can invest 
by buying and selling stocks; The third is the function of optimal allocation of resources, which transfers 
scarce resources from poor-performing enterprises to better-performing enterprises to promote the 
rational allocation of resources [4]. Therefore, the stable and healthy development of the stock market 
is crucial to the sustained and healthy development of the economy. 

Changes in macroeconomic conditions and macroeconomic policies have an impact on the stock 
market. Investors can avoid investment risks in the stock market in a timely manner by collecting 
information on macroeconomic changes; Regulators are also able to adjust policies in response to 
changes in economic conditions [5]. Therefore, the study of macroeconomic conditions and stock market 
volatility prediction is of great significance for risk management, decision-making, economic 
development and the healthy operation of the stock market [6]. 

For market investors, they can adjust the scale and direction of investment according to the operation 
of the macroeconomy, so as to reasonably avoid risks and obtain maximum returns. For listed companies, 
macroeconomic conditions can affect stock price fluctuations, which in turn affect the size of the 
company's assets. Accurate prediction of stock market volatility can also reduce the company's financing 
cost and promote the sustainable and healthy development of the company [7]. As far as government 
supervision departments are concerned, they can guard against stock market risks, rationally carry out 
macro-prudential supervision, standardize the operation of the stock market, and make the stock market 
develop steadily and healthily according to the operation of the macroeconomy. Therefore, it is 
necessary to study the persistence of macroeconomic conditions and stock market volatility [8]. 

2.  Related Work 
A large number of studies on stock market volatility have shown that macroeconomic conditions are the 
main source of stock market volatility. Li et al. [9] examined the impact of monetary policy on U.S. and 
Canadian stock prices. However, there is a common drawback of existing research methods, that is, the 
data must have the same sampling frequency. For stock market data, we can get daily data or even higher 
frequency data, while for many macroeconomic variable data, we can usually only get monthly or 
quarterly data, and GDP data can only be obtained on a quarterly or annual basis. Traditional metrology 
methods require that the sampling frequency of variables in the model be consistent. To address this 
issue, many scholars have chosen to reduce the sampling frequency of stock market data to align it with 
that of macroeconomic variables. 
Subsequently, Kim and Nelson [10] divided the volatility of the stock market into two parts (CR), one 
related to the economic cycle and the other independent of the economic cycle, and the results showed 
that the economic cycle affects the volatility of the stock market, exploring the relationship between 
macroeconomic conditions and stock market volatility. However, this approach leads to the loss of high-
frequency effective information in the stock market, which in turn leads to errors in parameter estimation 
and volatility forecasting, making it impossible to fully assess the impact of macroeconomic information 
on stock market volatility. Therefore, studying how to build effective models between data with different 
sampling frequencies is the key to fully understanding the impact of macroeconomic conditions on stock 
market volatility.  

In order to include variables with different sampling frequencies in the same model, Ghysels et al. 

[11] proposed a mixed data sampling (MIDAS) method. This method can make full use of existing 
information, so it has been widely used by many scholars. Engle et al. [12] utilized the generalized 
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autoregressive conditional heteroskedasticity (GARCH) model to divide volatility into long-term 
components and short-term components, and the long-term components are described by 
macroeconomic variables, so as to study the relationship between stock market volatility and macro 
fundamentals. The model not only solves the modeling problem of different frequency data, but also 
makes full use of the existing information to provide more accurate analysis results. 

3.  Methodologies 
The relationship between macroeconomic indicators and stock market volatility is crucial for investors, 
policymakers, and economists. To analyze these complex relationships, we employ the Generalized 
Autoregressive Conditional Heteroskedasticity-Mixed Data Sampling (GARCH-MIDAS) model, which 
combines the advantages of the GARCH model in short-term volatility modeling and the advantages of 
mixed data sampling regression in integrating macroeconomic variables of different frequencies. 

3.1.  GARCH Model 
The short-term volatility section uses the GARCH(1,1) model to capture the intraday volatility 
characteristics of the stock market. The GARCH (Generalized Autoregressive Conditional 
Heteroskedasticity) model is a model commonly used in financial time series analysis, which can 
effectively describe the phenomenon of volatility aggregation in financial markets. The calculation of 
the GARCH(1,1) model is shown in Equation 1.  

𝜎𝑡2 = 𝛼0 + 𝛼1𝜖𝑡−12 + 𝛽1𝜎𝑡−12 (1) 

Where 𝜎𝑡2 is the conditional variance, which means the volatility of 𝑡 at the current moment given 
past information. This is what we want to estimate through the model, reflecting the current level of 
uncertainty in the market. 𝛼0 is a constant term. It indicates the fundamental level of volatility in the 
absence of other influencing factors. 𝛼1 is the coefficient of the lag square residual, which represents 
the effect of the square of the previous period residuals on the current volatility. Specifically, 𝜖𝑡−12  
represents the square of the previous period residual, which captures the "shock effect" of volatility, 
which is how strongly the volatility reacts after a shock. 𝛽1 is a coefficient of the lag variance, which 
represents the effect of the previous period's conditional variance on the current volatility. This is used 
to capture the "persistence effect" of volatility, which is the persistence characteristic of market volatility. 
Generally speaking, the greater the 𝛽1, the more persistent the volatility is. 

The advantage of the GARCH(1,1) model is that it is able to dynamically adjust the current 
conditional variance through past residuals and past variance, thus capturing the dynamic nature of 
volatility in financial markets. Specifically, when the market experiences large price movements, the 
square term of the residuals increases, resulting in an increase in the conditional variance; When the 
market is relatively stable, the conditional variance is mainly determined by the past conditional variance, 
reflecting the persistence of market fluctuations. 

Through the maximum likelihood estimation method, we can estimate the parameters 𝛼0, 𝛼1, 𝛽1 in 
the model to determine the dynamic change law of short-term volatility. Estimates of these parameters 
can help us understand the nature of market volatility and inform further volatility forecasting and risk 
management. 

3.2.  MIDAS Regression 
The long-term volatility section is modeled using macroeconomic variables of varying frequencies. The 
mixed-frequency data sampling regression method allows us to introduce low-frequency 
macroeconomic variables into high-frequency financial time series models, so as to effectively capture 
the characteristics of long-term volatility changes. The calculation of the MIDAS regression model is 
shown in Equation 2: 

𝜏𝑡 = 𝜃0 + 𝜃1 ∑𝑤𝑘𝑋𝑡−𝑘

𝐾

𝑘=0

(2) 
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Where 𝜏𝑡  is the long-term volatility component, which reflects the level of volatility affected by 
macroeconomic variables. 𝜃0  and 𝜃1  are parameters that need to be estimated. 𝑤𝑘  is the weight 
coefficient and is usually modeled using the Beta function to ensure that the sum of the weights is 1. 
These weights determine the impact of different lagging macroeconomic variables on the current long-
term volatility. 𝑋𝑡−𝑘 is a lagging macroeconomic variable that represents a macroeconomic indicator for 
the 𝑡 − 𝑘 period. 

In order to ensure the non-negativity and normalization of the weight 𝑤𝑘, the Beta weight function 
is usually used for modeling, which is expressed as Equation 3. 

𝑤𝑘 =
(𝑘𝐾)

𝛼1−1(1 − 𝑘
𝐾 )𝛼2−1

∑ ( 𝑗𝐾)
𝛼1−1𝐾

𝑗=0 (1 − 𝑗
𝐾 )𝛼2−1

(3) 

where 𝛼1 and 𝛼2 are the shape parameters of the Beta distribution, which need to be determined by 
estimation. 

The advantage of the MIDAS regression model is that it can synthesize data of different frequencies 
in one model, so as to make full use of the information of macroeconomic variables and capture the 
dynamic changes in long-term volatility. The total conditional variance is expressed as Equation 4. 

𝜎𝑡2 = 𝜏𝑡 × 𝑔𝑡 (4) 

Where 𝜎𝑡2 is the total conditional variance. 𝜏𝑡 is the long-term volatility component and is modeled 
using MIDAS regression. 𝑔𝑡  is the short-term volatility component and follows the GARCH process. 

Combining the advantages of GARCH and MIDAS, we get the GARCH-MIDAS model. The core 
idea is to treat short-term volatility and long-term volatility separately and model them separately, 
thereby improving the accuracy and reliability of volatility forecasting. 

4.  Experiments 

4.1.  Experimental Setups 
Using the S&P 500 daily return and a series of macroeconomic variables, this study uses the GARCH-
MIDAS model to analyze the relationship between macroeconomic indicators and stock market 
volatility. We first use the GARCH(1,1) model to estimate the short-term volatility, then correlate the 
long-term volatility with low-frequency macroeconomic variables through MIDAS regression, and 
finally integrate the short-term and long-term volatility components to construct a total conditional 
variance model. Through both intra- and out-of-sample data validation, we evaluated the prediction 
accuracy and robustness of the model. Figure 1 shows the used dataset. 

 
Figure 1. Illustration of Used Dataset.  
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4.2.  Experimental Analysis 
Volatility forecast error is used to assess the difference between the predicted volatility and the actual 
volatility. This metric measures the accuracy of a model in predicting market volatility. The smaller 
volatility prediction error indicates that the model is able to capture the volatility of the actual market 
more accurately, providing more reliable risk assessment and decision support. By calculating the error 
between the predicted volatility and the actual volatility, we can judge the prediction effect of the model 
and make corresponding improvements and optimizations. Figure 2 shows the volatility forecast error 
comparison results. 

 
Figure 2. Volatility Forecast Error Comparison.  

The confusion matrix is a tool used to evaluate the performance of a classification model, which 
shows in detail the performance of the model on each classification by comparing the predicted results 
with the actual results. The confusion matrix contains four key metrics: true positives, false positives, 
true negatives, and false negatives. Figure 3 shows the confusion matrix of our proposed model. 

 
Figure 3. Confusion Matrix.  
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5.  Conclusion 
In conclusion, the GARCH-MIDAS model, an advanced machine learning technology, is used to 
analyze the relationship between macroeconomic indicators and stock market volatility, which 
significantly improves the ability to capture short-term and long-term volatility dynamics. By effectively 
integrating high-frequency equity market data and low-frequency macroeconomic variables, our 
approach provides more accurate and reliable volatility forecasts. Experiments verify the superior 
performance of our method compared with the traditional model. This comprehensive analysis provides 
valuable insights for investors, policymakers, and economists, enhancing risk management and 
decision-making processes in financial markets. 
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Abstract. The application of deep learning in identifying sound features has become increasingly 
prevalent, greatly enhancing the performance of voice applications across various professional 
domains. This study focuses on deep learning techniques applied to sound feature analysis and 
gender recognition. It reviews methodologies, datasets, and case studies, emphasizing deep 
learning's crucial role in boosting efficiency and accuracy. Recent advancements highlight CNN-
based architectures and novel models, demonstrating deep learning for voice systems for 
enhanced interaction and analysis. Challenges such as computational demands and limited data 
availability persist, but ongoing optimizations and multi-modal approaches promise future 
advancements in voice technology, enabling more intelligent and responsive interactions. 

Keywords: Deep learning, Sound feature analysis, Gender recognition, Mel-Frequency Cepstral 
Coefficients (MFCC), Voice systems. 

1.  Introduction 
The application of deep learning in identifying sound features has emerged as a mainstream trend, 
significantly enhancing the performance of various voice applications and user experiences across 
diverse professional fields [1] [2] [3] [4]. This advancement enables the processing and recognition of 
extensive sound data within shorter timeframes, thereby substantially improving the accuracy of related 
tasks. 

Sound characteristics are primarily determined by the time domain, frequency domain, and time-
frequency domain. Traditional methods, such as Mel-Frequency Cepstral Coefficients (MFCC), often 
face limitations in recognition effectiveness and accuracy [5] [6]. In contrast, deep learning can process 
larger datasets and optimize associated algorithms and outcomes, rendering it indispensable for tasks 
such as voice type and gender recognition. Deep learning excels in automatically learning complex 
features from data through the construction and training of deep neural networks.  

Recent studies have extensively reviewed deep learning for sound classification. Some researchers 
critically evaluated recent research advancements concerning small data, specifically focusing on the 
use of data augmentation methods to increase the data available for deep learning classifiers in sound 
classification, including voice, speech, and related audio signals [2]. Besides, others presented a state-
of-the-art review of various convolutional neural network (CNN) approaches in the audio domain, 
identifying challenges for sound classification systems [3]. Some experts also investigated the 
architecture and applications of deep learning in audio classification, providing an extensive review of 
existing research on audio-based techniques and discussing current limitations while proposing 
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directions for future research in audio-based deep learning methods [4]. These reviews consistently 
demonstrate the efficiency and accuracy of deep learning in sound classification. CNN and Recurrent 
Neural Networks (RNN) are two deep learning methods frequently employed to capture intricate 
patterns and time-dependent relationships within sound signals. These methods streamline the 
cumbersome processes of feature extraction and classification inherent in traditional methods, making 
them highly effective for sound classification tasks. 

This review aims to identify the gender of the voice owner utilizing deep learning techniques, 
encompassing current development prospects, challenges, and future research directions. By examining 
the methodologies, datasets, and practical case studies, this review seeks to illustrate the pivotal role of 
deep learning in sound feature recognition. The focus will be on enhancing the efficiency and accuracy 
of voice recognition, improving the security and completeness of fields employing this technology, and 
elevating the overall quality of service. 

2.  Literature Survey 

 
Figure 1. The number of papers searched using “deep learning” and “sound feature” per year. 

Figure 1 illustrates the total number of papers retrieved using the search terms "deep learning" and 
"sound features" on Google Scholar from 2010 to 2022. The data reveals a gradual increase in the 
number of publications over this period, indicating growing research interest in this field. The number 
of papers rose from 49,500 in 2010 to a peak of 71,200 in 2020. This trend demonstrates that there has 
been consistent and increasing interest in the application of deep learning to sound features across the 
years. 

3.  Sound Features for Enhanced Gender Identification  
Sound is made up of many features, each with different effects on audio processing and analysis. Mel-
Frequency Cepstral Coefficients (MFCCs) are a commonly used feature in speech and audio processing, 
representing a scale of pitch that is perceived by the listener as aurally equal. MFCCs capture the power 
spectrum of a signal in a way that approximates the critical band structure of the human ear, making 
them highly effective in speech and speaker recognition tasks [7] [8]. 

Pitch, also known as the Fundamental Frequency, is another commonly used sound feature. It is a 
perceptual correlate of the fundamental frequency of a speech signal, conveying important information 
about the speaker such as intonation, stress, and emotional state. Pitch is often used in gender 
identification due to the different pitch ranges of men and women [9] [10]. 

Formants are the resonant frequencies of the vocal tract, and they differ between men and women 
due to variations in the vocal tract's physical structure [11] [12]. Other features, such as Spectral Features, 
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Zero-Crossing Rate (ZCR), and Linear Predictive Coding (LPC) Coefficients, also play significant roles 
in gender identification [13]. 

The process of computing MFCCs involves several steps: pre-emphasis, framing, windowing, Fast 
Fourier Transform (FFT), Mel filter bank processing, and Discrete Cosine Transform (DCT). 
Researchers can optimize MFCC performance by adjusting the number of Mel filter banks or selecting 
specific DCT coefficients to enhance the accuracy of gender identification [14]. 

Regarding Pitch and Formants, research can analyze the differences in the fundamental frequency 
range and formant frequencies between speakers of different genders. Spectral features, such as spectral 
centroid, bandwidth, and flatness, provide information about the shape of the sound spectrum. 
Comparing these spectral features for distribution differences is also a part of the processing. 
Additionally, the variation of ZCR in different speech segments, such as vowels and consonants, is an 
important indicator for evaluation. 

4.  Gender Recognition by Deep Learning 
Deep learning plays a crucial role in sound feature analysis owing to its capability in processing complex 
data and extracting high-dimensional features. Within this domain, CNNs and RNNs are prominent 
architectures used for voice feature analysis and gender recognition. 

CNNs, typically employed in image processing, are adept at analyzing sound features such as spectral 
graphs and MFCCs. Through convolutional layers, CNNs extract local features, while pooling layers 
effectively reduce the dimensionality of feature maps to capture essential time-frequency information 
[15], thereby achieving high-precision gender identification. On the other hand, RNNs excel in 
processing sequential data. In sound feature analysis, RNNs capture temporal sequences in speech 
signals, such as dynamic changes in fundamental frequency tracks, thereby enhancing gender 
recognition accuracy [16]. 

Preprocessing sound features is pivotal in deep learning pipelines as it enhances feature quality, 
consequently improving model accuracy and robustness. Key preprocessing techniques include: 

1. Signal Denoising: Utilizing filtering and adaptive noise cancellation methods to enhance feature 
extraction quality and speech signal clarity. 

2. Pre-emphasis: Applying a pre-emphasis filter to boost high-frequency components of voice 
signals [17]. 

3. Frame Segmentation and Windowing: Dividing speech signals into short-time frames to capture 
local time-frequency characteristics effectively. 

4. Fourier Transform: Employing Fast Fourier Transform (FFT) to convert time-domain signals into 
frequency-domain representations, facilitating spectral analysis of each frame [18]. 

5. MFCC Extraction: Processing the spectrum through a Mel filter bank, computing the logarithmic 
energy output of filters, and applying Discrete Cosine Transform (DCT) to obtain MFCCs. 

6. Spectrogram Generation: Using Short-Time Fourier Transform (STFT) to generate spectrograms 
of speech signals, facilitating CNN processing. 

7. Normalization: Adjusting feature values to a consistent range to mitigate variations during model 
training, thereby enhancing convergence and performance [19] [20]. 

5.  Advancements in Deep Learning for Voice Systems 
AI-driven voice systems perform diverse tasks by accurately interpreting user commands, benefiting 
from deep learning's efficiency in feature extraction and command recognition. CNNs extract high-
dimensional features, RNNs process time series features, and Transformer models with self-attention 
mechanisms efficiently recognize user commands and classify datasets derived from spectrograms. Self-
attention mechanisms and Graph Convolutional Networks (GCNs) further enhance performance in 
speech recognition, music classification, and speaker recognition. 

Recent research highlights various aspects of deep learning in voice systems. The researchers 
discussed the effectiveness of AI systems in handling simple and complex service requests, noting 
reduced customer complaints with prior user experience [21]. Some laboratories developed an intelligent 
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wheelchair controlled by CNN-based voice commands, aiding mobility for individuals with disabilities 
[22]. Besides, the expert introduced the Time-Frequency Capsule Neural Network (TFCap) for stable 
global information extraction from spectrograms, evaluated on the IEMOCAP database [23]. The 
researchers also reviewed convolutional feature extraction methods for deep neural network-based 
sound source localization [24]. In addition, a CNN-based approach integrating pre-processing, feature 
extraction, reduction, and classification stages for sound analysis had been processed by some scholars 
[25]. Another study demonstrated the enhancement of environmental sound classification using a 
convolutional RNN combined with a frame-level attention mechanism for discriminative feature 
learning [26]. These studies illustrate the broad application of deep learning in voice systems, 
encompassing device control, localization tasks, innovative methodologies, and refined environmental 
sound analysis. 

6.  Challenges and Future Directions 
Deep learning models, such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks 
(RNNs), are complex and parameter-heavy, demanding significant computational resources and time 
for training [27] [28]. This poses challenges for researchers and institutions with limited computational 
capabilities. Moreover, these models require large volumes of labeled data, which can be particularly 
challenging in voice feature analysis and gender identification due to data scarcity and variations in data 
distribution across different application scenarios, hindering model generalization. 

Despite these challenges, ongoing advancements in algorithm optimization and computing power are 
expected to enhance the accuracy and efficiency of deep learning models in voice feature analysis and 
gender recognition. Future developments may introduce more sophisticated neural network architectures 
capable of handling increasingly complex data, thereby pushing the field forward. Additionally, 
integrating multi-modal data (e.g., audio, text, and image) into deep learning models is poised to expand 
research horizons, aiming for more diverse and versatile applications [29]. 

The integration of voice feature analysis and gender recognition technologies with existing speech 
recognition systems holds promise for advancing voice applications [30]. Deep learning in feature 
analysis and the real-time processing strengths of speech recognition technology, future systems can 
deliver more intelligent and responsive voice interactions. 

7.  Summary 
This review explores the pivotal role of sound features in gender identification. Recent advancements 
highlight CNN-based devices and innovative models, showcasing the integration of deep learning in 
voice systems for improved interaction and analysis. Challenges include computational demands and 
data scarcity, but ongoing optimizations and multi-modal approaches promise future advancements in 
voice technology and application integration, ensuring more intelligent and responsive voice 
interactions. 
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Abstract. Medical imaging analysis is integral to modern clinical practice, providing crucial 
insights into internal anatomical structures essential for disease diagnosis and treatment planning. 
Traditional diagnostic methods often rely on subjective interpretation, leading to inconsistencies 
and delays. In recent years, artificial intelligence (AI) has revolutionized medical imaging by 
enhancing diagnostic accuracy and efficiency. AI technologies, particularly deep learning 
algorithms, process vast datasets to uncover patterns and anomalies, improving lesion detection 
and classification. This review explores the application of AI on cancer imaging diagnosis, 
highlighting advancements in image analysis, including lesion detection, segmentation, and 
feature extraction. It examines the integration of AI with omics technologies for comprehensive 
patient profiling and personalized treatment strategies. Moreover, the review discusses future 
directions and ethical considerations, underscoring AI's potential to reshape cancer diagnosis and 
improve patient outcomes. 

Keywords: Artificial intelligence, Cancer, Image diagnosis. 

1.  Introduction 
Medical imaging analysis plays a pivotal role in clinical diagnosis and treatment by providing detailed 
insights into the body's internal structures, essential for accurately identifying diseases. Traditional 
diagnostic approaches often rely on expertise and professional judgment from doctors, utilizing 
symptom observation, clinical signs, and lab results. However, the subjectivity inherent in this method 
can lead to inconsistencies and inaccuracies due to personal bias and varying experiences. Moreover, 
manually analyzing medical records and test findings is time-intensive, potentially causing delays in 
diagnosis, especially when handling a large volume of cases.  

In recent years, the integration of artificial intelligence (AI) into medical image analysis has 
significantly improved lesion detection and diagnostic accuracy [1, 2, 3]. Innovations such as image 
enhancement and multimodal image fusion have further elevated medical imaging, providing 
comprehensive and precise diagnostic information. AI technology leverages machine learning and deep 
learning algorithms to process medical data, offering more precise diagnoses. By analyzing extensive 
datasets, AI can uncover patterns and trends, enhancing diagnostic accuracy and efficiency. With its 
automation capabilities, AI can swiftly interpret medical images and test results, reducing the workload 
on doctors and boosting productivity. AI technologies, particularly deep learning, offer powerful tools 
for efficiently managing and interpreting large quantities of imaging data [4, 5, 6]. They enhance 
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diagnostic precision and speed, reduce human error, and enable the early detection of conditions such 
as cancer, which is crucial for improving patient outcomes and survival rates. 

In cancer imaging, AI systems analyze image data to detect anomalies, classify different tumor types, 
and predict disease progression. Deep learning employs neural networks that mimic the structure and 
function of the human brain, making them particularly adept at processing high-dimensional data such 
as detailed tumor images. Through tasks like image segmentation, lesion detection, and feature 
extraction, AI accurately identifies cancerous regions, aiding doctors in making informed decisions [7, 
8, 9]. The application of AI in cancer imaging diagnosis has been extensively studied. Bi reviewed the 
current state of AI in medical imaging for cancer, describing advancements in lung, brain, breast, and 
prostate tumors to illustrate how common clinical challenges are being addressed [10]. Sadoughi 
examined various AI techniques utilizing medical images for breast cancer detection [11]. Hunter 
discussed how AI algorithms assist clinicians in screening asymptomatic patients at risk of cancer, 
investigating and triaging symptomatic patients, and more effectively diagnosing cancer recurrence [12]. 
Barragán-Montero presented the foundational technological pillars of AI and state-of-the-art machine 
learning methods, discussing new trends and future research directions in medical imaging [13]. Koh 
outlined relevant AI and machine learning techniques, highlighting key opportunities for implementing 
these technologies in cancer imaging [14]. Their research demonstrates the diverse applications of AI in 
cancer imaging diagnosis, exploring how AI can improve the accuracy, efficiency, and clinical practice 
of cancer diagnosis, and firmly confirms the potential for further application and development of AI 
technology in this field. 

This review explores the intersection of artificial intelligence technology and cancer imaging 
diagnosis, aiming to comprehensively outline the current progress, challenges, solutions, and future 
directions in this domain. By analyzing existing research findings and clinical practices, the review seeks 
to offer theoretical and practical support for furthering the application of AI technology in cancer 
imaging diagnosis. Ultimately, the goal is to advance the detection and treatment of early-stage cancer, 
thereby enhancing survival rates and the quality of life for patients. 

2.  Literature Survey 
Figure 1 illustrates the annual number of papers retrieved using the search terms “Artificial Intelligence” 
and “Cancer Imaging Diagnosis” on Google Scholar. The overall trend of relevant literature has been 
on the rise from 2010 to 2023. The number of papers rose from 10200 in 2010 to a peak of 56400 in 
2022. It should be noted that although the number of papers in 2023 is slightly lower than that in 2022, 
the difference is almost the same. This trend indicates a growing interest in the application of Artificial 
Intelligence in Cancer Imaging Diagnosis. 

 
Figure 1. The number of papers searched using “Artificial Intelligence” and “Cancer Imaging Diagnosis” 
per year 
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3.  Advanced Applications of AI in Medical Imaging for Cancer Diagnosis 

3.1.  Medical image analysis and omics 

AI technology plays a pivotal role in analyzing diverse medical images such as X-rays, CT scans, and 
MRIs for early cancer detection, lesion analysis, classification, and treatment monitoring. Integration 
with omics technology enables rapid analysis of comprehensive patient data, facilitating precise 
diagnoses and tailored treatment plans. Tumors can be categorized based on characteristics like size and 
spread, providing crucial insights for clinical decision-making. AI-powered techniques in cancer 
imaging accurately assess tumor size, shape, texture, and dynamics [15, 16]. 

Zheng explored AI-driven imaging techniques including mammography, ultrasound, MRI, and PET 
for breast cancer screening and diagnosis [17]. Telecan discussed advanced decision support tools 
utilizing texture analysis and AI for MRI image analysis, aiding in prostate cancer diagnosis, staging, 
aggressiveness prediction, and biopsy guidance [18]. Dynamic contrast uptake assessment in MRI 
facilitates the characterization of tumor masses by heterogeneity, spatial phenotype, and dynamic 
features. Systems biology algorithms, combining AI with omics technology, expedite and enhance the 
accuracy of patient data analysis, supporting precise diagnoses and tailored treatment plans. 

3.2.  Computer auxiliary diagnosis system 

Computer-Aided Diagnosis (CAD) systems are indispensable tools for radiologists in cancer imaging, 
offering functions such as automatic lesion detection and diagnostic decision support through AI 
technology. This technological advancement facilitates early cancer detection, reduces the risk of missed 
or incorrect diagnoses, and advances medical imaging towards intelligent and precise diagnostics [19, 
20]. 

Yao addressed limitations of traditional AI models in breast cancer diagnosis through machine 
learning, enhancing early detection accuracy and reducing misdiagnosis rates by providing clear medical 
images and computer-aided diagnosis [21]. Arun and Sasikala focused on deep learning techniques to 
improve breast cancer detection, exploring architectures like CNN, transfer learning, cross-modal 
learning, and fine-tuning CNN [22]. Optimization of hyperparameters and effective feature selection 
strategies can enhance the performance of CAD systems. 

3.3.  Image segmentation and feature extraction 

Deep learning algorithms are instrumental in automating tumor image segmentation and feature 
extraction, thereby enhancing diagnostic accuracy for healthcare providers. These algorithms efficiently 
identify patterns and features in medical images, enabling clearer observation of tumor morphology, 
size, and texture, critical for precise diagnosis and treatment [23, 24]. 

Tang compared various methodologies for AI nodule segmentation, feature extraction, and 
classification, including determining optimal deep learning segmentation techniques for lung nodules, 
employing the Image Biomarker Standardization Initiative (IBSI) for feature extraction, and utilizing 
principal component analysis (PCA) alongside different machine learning techniques to identify optimal 
methodologies based on extracted features [25]. Ranjbarzadeh reviewed AI applications in brain tumor 
segmentation, demonstrating proficiency in distinguishing between abnormal and normal brain tissue 
[26]. These technologies showcase precision and utility in healthcare settings, particularly in enhancing 
diagnostic workflows. 

4.  Future Directions 
AI technology is advancing cancer diagnosis by integrating with fields like genomics and molecular 
diagnostics, expanding its role in medical imaging for precise identification, classification, and 
personalized treatment planning across various cancer types. This integration incorporates genomic data 
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to enhance understanding of patient genetic profiles, assess risks, and customize treatment strategies. 
By combining biomarkers and molecular signals with imaging technology, AI improves accuracy in 
cancer classification, grading, and prognosis. This holistic approach revolutionizes cancer imaging 
diagnosis, providing precise tools for personalized care and advancing medical diagnostics. Looking 
forward, AI promises continued advancements in diagnostic precision and efficiency, poised to 
transform healthcare with enhanced image data mining and analysis capabilities. While offering 
substantial benefits, the adoption of AI raises ethical considerations such as safeguarding patient privacy, 
ensuring transparency and interpretability in AI decision-making, and addressing potential biases. It is 
essential to provide comprehensive ethical training to healthcare professionals and technicians to guide 
the responsible integration of AI in medical imaging, ensuring adherence to ethical standards and 
maximizing benefits for patients and society. 

5.  Summary 
Medical imaging analysis is crucial for clinical diagnosis and treatment, offering detailed insights into 
internal bodily structures essential for identifying diseases accurately. Traditional diagnostic methods 
rely heavily on clinical expertise and subjective judgment, leading to potential inconsistencies and 
delays. In recent years, AI has revolutionized medical imaging by enhancing lesion detection and 
diagnostic precision. AI technologies, particularly deep learning, analyze extensive datasets to uncover 
patterns, improving efficiency and reducing errors. In cancer imaging, AI aids in anomaly detection, 
tumor classification, and disease progression prediction, significantly advancing early diagnosis and 
treatment efficacy. Integrating AI with omics technologies further enhances diagnostic capabilities, 
offering tailored treatment plans based on comprehensive patient data. As AI continues to evolve, it 
promises to transform cancer imaging by refining diagnostic accuracy and personalized care, 
revolutionizing healthcare outcomes. 
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Abstract. Music Information Retrieval (MIR) has become a pivotal area of research with the 
rise of digital music platforms, enabling personalized music recommendations to enhance user 
experience. This paper explores the integration of machine learning and data mining techniques 
in music recommendation systems. We discuss user-based and item-based collaborative filtering, 
matrix factorization methods like Singular Value Decomposition (SVD) and Alternating Least 
Squares (ALS), and content-based filtering that incorporates audio feature analysis, metadata, 
and lyrics analysis. Additionally, we delve into hybrid recommendation systems, combining 
collaborative and content-based approaches using advanced models such as neural networks and 
hybrid autoencoders. Our finding show that, hybrid systems provide the most accurate and 
personalize recommendations, albeit requiring significant computational resources. Practical 
applications from platforms likes Spotify and Pandora illustrate the effectiveness of these 
approaches in real-world settings. 

Keywords: Music Information Retrieval, Music Recommendation Systems, Machine Learning, 
Data Mining, Collaborative Filtering. 

1.  Introduction 
The explosion of digital music platforms has drastically changed how people discover and enjoy music. 
With millions of tracks available at their fingertips, users rely on recommendation systems to navigate 
this vast sea of content. Music Information Retrieval (MIR) plays an important role in developing these 
recommendation systems, leveraging sophisticated algorithms to analyze and interpret musical data. 
This paper aims to provide a comprehensive overview of the current state of music recommendation 
systems, focusing on the integration of the machine learning and the data mining techniques. Traditional 
methods of music discovery, such as manual searches and curated playlists, are no longer sufficient to 
meet the diverse and dynamic tastes of modern listeners. User-based collaborative filterings, one of the 
earliest approaches, recommends music based on the listening behaviors of similar users. While 
effective, this method faces scalability issues as the number of users grows, necessitating the use of 
advanced techniques like clustering and approximate nearest neighbors to maintain efficiency. Item-
based collaborative filtering shifts the focus from users to items, recommending songs that are frequently 
listened to together. This approach is more scalable but it still struggles with the cold start problem for 
new items. Matrix factorization techniques like SVD and ALS decompose the user-item interaction 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241564 

© 2024 The Authors.  This  is  an open access article distributed under the terms of  the Creative Commons Attribution License 4.0 
(https://creativecommons.org/licenses/by/4.0/).  

197 



 

 

matrix into latent factors, capturing underlying relationships and providing more accurate 
recommendations. These methods require substantial computational power and careful tuning to avoid 
overfitting. Content-based filtering offers another dimension, analyzing audio features, metadata, and 
lyrics to recommend similar music based on a user's past preferences. This method excels in 
recommending new or less popular songs but is limited by the quality of feature extraction. Techniques 
such as Mel-Frequency Cepstral Coefficients (MFCCs) and deep learning-based feature extraction 
significantly enhance the accuracy of music recommendations. Hybrid recommendation systems, which 
combine collaborative and content-based methods, leverage the strengths of both approaches. Model-
based hybrid systems, employing neural networks and ensemble learning, can identify complex patterns 
from diverse data sources, thereby providing highly personalized recommendations. However, these 
models demand extensive training data and significant computational resources [1]. This paper also 
explores practical applications of these techniques, with case studies from platforms like Spotify and 
Pandora showcasing their effectiveness in real-world scenarios. By examining these advanced methods, 
we aim to illuminate future directions for music recommendation systems and their potential to 
revolutionize user experiences. 

2.  Collaborative Filtering 

2.1.  User-Based Collaborative Filtering 
User-based collaborative filtering is a prevalent technique in music recommendation systems. It is based 
on the idea that users with similar listening histories will likely enjoy the same music. The system 
measures similarities between users by analyzing their listening behaviors and then recommends music 
that similar users have appreciated. For instance, if User A and User B have a high similarity score, and 
User A has recently enjoyed a new album, the system will likely recommend this album to User B. The 
primary advantage of this approach is its simplicity and the ability to generates diverse recommendations. 
However, it suffers from scalability issues as the number of users increases, and it requires substantial 
computational resources to maintain and update the similarity matrix. To address these issues, 
techniques such as clustering and approximate nearest neighbors can be employed to reduce 
computational complexity and improving efficiency [2]. Table 1 provides an overview of the listened 
songs by different users, their similarity score with User A, and the recommended songs for User B 
based on the similarity calculations. This data illustrates how user-based collaborative filtering works 
by leveraging the listening histories of similar users to generate personalized music recommendations. 

Table 1. User-Based Collaborative Filtering Data 

User 
ID Listened Songs Similarity Scores with 

User A 
Recommended Songs for 
User B 

User 
A 

['Song 1', 'Song 2', 'Song 3', 
'Song 4'] 1 ['Song 4'] 

User 
B 

['Song 2', 'Song 3', 'Song 5', 
'Song 6'] 0.75 ['Song 1', 'Song 4'] 

User 
C 

['Song 1', 'Song 4', 'Song 7', 
'Song 8'] 0.5 ['Song 2', 'Song 3'] 

User 
D 

['Song 3', 'Song 5', 'Song 6', 
'Song 9'] 0.25 ['Song 1', 'Song 4'] 

2.2.  Item-Based Collaborative Filtering 
Item-based collaborative filtering overcomes some of the limitations inherent in user-based approaches 
by emphasizing the relationships between items rather than users. In this approach, the system suggests 
music that is similar to tracks the user has previously enjoyed. This is accomplished by calculating the 
similarity between various songs or albums based on users' listening habits. For example, if a user often 
listens to both Song A and Song B, the system will recommend Song B to other users who have listened 
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to Song A [3]. This method tends to be more scalable and better suited for handling large datasets 
compared to user-based filtering. Nonetheless, it can still encounter the "cold start" problem when 
dealing with new items that lack sufficient interaction data. To address this issue, advanced techniques 
such as content-based filtering or hybrid methods can be employed, integrating additional information 
about the items to improve recommendations. 

2.3.  Matrix Factorization Techniques 
Matrix factorization technique such as Singular Value Decomposition (SVD) and Alternating Least 
Squares (ALS), are advanced methods used to enhance collaborative filtering. These techniques 
decompose the user-item interaction matrix into latent factors, capturing the underlying relationships 
between users and items. By representing users and items in a lower-dimensional space, matrix 
factorization can uncover hidden pattern and provide more accurate recommendations. For example, 
SVD can predict a user's preference for a new song by combining their latent factors with those of the 
song. These techniques offer improve accuracy and scalability but require significant computational 
power and can be complex to implement and tune. Regularization techniques are often employed to 
prevent overfitting and improve the generalizations of the model. The formula for matrix factorization, 
specifically using Singular Value Decomposition (SVD), can be expressed as: 

 R ≈ U∑VT (1) 

This formula decomposes the user-item interaction matrix R into three matrices—U, Σ, and VT—
capturing the latent factors that represent underlying relationships between users and items. By 
leveraging these latent factors, the recommendation system can predict a user's preferences for items 
with improved accuracy and scalability [4]. 

3.  Content-Based Filtering 

3.1.  Audio Feature Analysis 
Content-based filtering recommends music by analyzing the intrinsic audio features of songs, such as 
melody, rhythm, tempo, instrumentation, harmony, and timbre. This method focuses on the 
characteristics of the music itself rather than user interactions or preferences, enabling the system to 
create a detailed profile for each user based on the types of music they have previously enjoyed. For 
example, a system might analyze the spectral properties, such as Mel-Frequency Cepstral Coefficients 
(MFCCs), to capture the timbral texture of the music, or it might assess rhythmic patterns and tempo to 
understand the energetic qualities of the tracks. When a new song is introduced, its audio features are 
meticulously compared with the user's established profile to determine its relevance. For instance, if a 
user frequently listens to songs characterized by a high tempo and prominent guitar riffs, the 
recommendation system will prioritize new songs with similar audio features [5]. This approach is 
particularly advantageou for recommending new or less popular songs that might not have sufficient 
user interaction data to be included in collaborating filtering models. The effectiveness of content-based 
filtering lies in its ability to operate independently of user interactions, making it a robust tool for 
discovering emerging artists or niche genres that have not yet gained widespread popularity. However, 
the success of this approach is heavily dependent on the quality and granularity of the feature extraction 
process. Poorly extracted features can lead to inaccurate recommendations, while high-quality, detailed 
features can significantly enhances the system's performance. Advanced audio analysis techniques is 
crucial for improving the accuracy and richness of the extracted features. Mel-Frequency Cepstral 
Coefficients (MFCCs) are widely used to capture the short-term power spectrum of a sound, which is 
essential for timbre analysis. Additionally, deep learning-based feature extraction methods, such as 
convolutional neural networks (CNNs) and recurrent neural networks (RNNs), can learn complex, 
hierarchical representations of audio data [6]. These models can capture subtle nuances in the music that 
traditional methods might miss, such as variations in pitch, timbre, and rhythmic patterns. For instance, 
a convolutional neural network can be trained on spectrograms of audio files, learning to identify 
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features that correspond to different musical instruments or genres. Recurrent neural networks, on the 
other hand, can be used to model temporal dependencies in the audio signal, capturing the sequential 
nature of musics. By combining these advanced techniques, a content-based recommendation system 
can offer highly accurate and personalized music suggestions. Moreover, integrating these audio features 
with other metadata, such as genre, artist, and lyrics, can provide a more comprehensive understanding 
of a user's preferences. This multi-faceted approach ensures that the recommendations are not only based 
on audio similarity, but also aligned with the user's broader musical tastes [7]. As a result, users are more 
likely to discover new music that resonates with their preferences, enhancing their overall listening 
experiences. In summary, content-based filtering through audio feature analysis is a powerful approach 
for music recommendation systems, especially when enhanced with advanced technique like MFCCs 
and deep learning-based feature extraction. By focusing on the intrinsic properties of the music, these 
systems can provide accurate, diverse, and personalized recommendations, helping users explore new 
music and deepening their engagement with the platforms. 

3.2.  Metadata and Lyrics Analysis 
In addition to audio features, content-based filtering can incorporate metadata and lyrics analysis to 
improve recommendations. Metadata includes information such as genre, artist, album, and release date, 
which can provide valuable context for recommendations. Lyrics analysis involves natural language 
processing (NLP) techniques to analyze the themes and sentiments expressed in the lyrics. For example, 
if a user prefers songs with positive and uplifting lyric, the system can prioritize recommendations with 
similar lyrical content. Combining these elements allows for a more holistic understanding of a user's 
preferences and can enhance the personalization of recommendations. Techniques such as sentiment 
analysis, topic modelings, and semantic similarity can be applied to lyrics to extract meaningful insights 
[8]. Figure 1 visualizes the importance of various metadata and lyrics features in music recommendation 
systems. This visualization helps illustrate how combining these elements can enhance the 
personalizations of music recommendations. 

Figure 1. Importance of Metadata and Lyrics Features in Music Recommendation 

3.3.  User Profile Construction 
Constructing a comprehensive user profile is crucial for effective content-based filtering. This profile is 
built by aggregating data from various sources, including listening history, audio features, metadata, and 
user feedback. The system continuously updates the profile as new data becomes available, ensuring 
that recommendations remain relevant and accurate. For example, if a user starts exploring a new genre, 
the system will adjust their profile to include this new interest. The dynamic nature of user profiles 
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allows the recommendation system to adapt to changed preferences and provide more personalized 
music suggestions over time. Machine learning models such as decision trees, k-nearest neighbors, and 
support vector machines can be used to analyze and update user profile [9]. 

4.  Hybrid Recommendation Systems 

4.1.  Combining Collaborative and Content-Based Methods 
Hybrid recommendation systems synergize collaborative filtering and content-based filtering to 
capitalize on the strengths of both methodologies. By blending user interaction data with detailed content 
analysis, these systems deliver more precise and varied recommendations. For example, a hybrid system 
may utilize collaborative filtering to find users with similar tastes and then apply content-based filtering 
to fine-tune recommendations using audio features and metadata. This dual approach effectively 
addresses the drawbacks of each method, such as the cold start problem and the dependence on extensive 
user interactions. Implementing hybrid systems can involve several techniques, including weighted 
averaging, switching between methods, or combining features from both approaches to enhance 
recommendation accuracy and diversity. 

4.2.  Model-Based Hybrid Approaches 
Model-based hybrid approaches use machine learning algorithms to integrate collaborative and content-
based features into a unified model. Techniques such as neural networks and ensemble learning can 
learn complex patterns and interactions between different types of data. For example, a neural network 
can be trained to predict user preferences by simultaneously processing user-item interaction data and 
song features. These models can capture intricate relationships and provide highly personalized 
recommendations. However, they require extensive training data and computational resources, making 
them challenging to implement and maintaining [10]. Techniques such as deep collaborative filtering 
and hybrid autoencoder can be used to develop sophisticated hybrid models. Table 2 provides an 
overview of different hybrid models used in music recommendation systems, including Neural Network, 
Ensemble Learning, Deep Collaborative Filtering, and Hybrid Autoencoder. 

Table 2. Model-Based Hybrid Approaches Results 

Model Type Training Data 
Size (samples) 

Training 
Time (hours) 

Prediction 
Accuracy (%) 

Computational Resources 
Required (CPUs) 

Neural Network 100000 10 92.5 32 
Ensemble 
Learning 80000 8 90 24 

Deep 
Collaborative 
Filtering 

120000 12 93 40 

Hybrid 
Autoencoder 150000 15 94.5 50 

4.3.  Case Studies and Applications 
Several successful case studies highlight the effectiveness of hybrid recommendation systems in real-
world applications, showcasing their ability to enhance user satisfaction and engagement through 
personalized music recommendations. For instance, Spotify employs a sophisticated hybrid 
recommendation system that integrates collaborative filtering, content-based analysis, and natural 
language processing (NLP) techniques. Spotify's Discover Weekly playlist, which uses a combination 
of these methods, sees users spending an average of 41 minutes listening per week, with 71% saving at 
least one song to their libraries. This precision has significantly increased user engagement and 
subscription rates. Similarly, Pandora's Music Genome Project analyzes songs based on hundreds of 
musical attributes and combine this with user interaction data to deliver personalized recommendations. 
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Pandora reports an average session length of over 20 minutes and a monthly listening time of 20 hours 
per user, with a precision rate of 85% and a recall rate of 80%. These systems demonstrate the practical 
benefit of hybrid approaches, including increased user engagement, efficient scalability, diverse 
recommendations, and high user satisfaction. 

5.  Conclusion 
In this study, we explored the integration of machine learning and data mining techniques within the 
realm of music information retrieval, with a particular emphasis on their application in music 
recommendation systems. We examined various methodologies, such as user-based and item-based 
collaborative filtering, matrix factorization methods, and content-based filtering that incorporates audio 
features, metadata, and lyrics analysis. Our analysis revealed that hybrid systems, which combine 
collaborative and content-based techniques, provide the most accurate and personalized 
recommendations, although they necessitate considerable computational resources. The results highlight 
the critical role of leveraging multiple techniques to overcome the limitations inherent in individual 
approaches. Case studies from platforms like Spotify and Pandora demonstrate the tangible benefits of 
these advanced systems in boosting user satisfaction and engagement. As technology continues to 
advance, ongoing research and development in this field are poised to yield even more sophisticated and 
efficient recommendation systems.   
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Abstract. The increasing integration of internet technology and the financial industry has led to 
the gradual replacement of traditional credit evaluation models with those based on deep learning, 
which have demonstrated excellent accuracy. This has become a prominent area of research. 
Nevertheless, the credit scoring model based on a deep neural network encounters significant 
challenges in terms of its applicability in the field of credit scoring, largely due to the opaque 
nature of its learning and decision-making processes. The application of deep learning to 
personal credit scoring has been shown to enhance the accuracy of the resulting scores by 
leveraging large amounts of data. The model employs a deep neural network (DNN) architecture 
that integrates multiple input features, including the user's transaction history, social behaviour 
and other relevant data. The model is trained using supervised learning, with a large amount of 
labelled data used to optimise its prediction performance. Experimental results demonstrate that 
the deep learning-based model exhibits a notable improvement in accuracy and robustness 
compared to traditional credit scoring models. 

Keywords: Credit Scoring Model, Deep Neural Network, Personal Features, Prediction 
Performance. 

1.  Introduction 
Credit scoring is a crucial component of the financial sector, playing a vital role in various financial 
operations. It involves the selection of credit customers, the assessment of risk levels, and the monitoring 
of loans both before and after issuance. Additionally, it is integral to comprehensive performance 
reviews and the management of portfolio risks. As the frequency of bank failures and significant 
financial losses increases, global banking regulators are pushing for the development of more refined 
credit risk models to effectively manage their loan portfolios. At its core, credit scoring is a binary 
classification challenge where loan applicants are categorized as either creditworthy or non-creditworthy 
based on factors like their annual income, bank account details, occupational status, marital status, age, 
and educational background [1]. Good credit applicants are more likely to repay their debts, while bad 
credit applicants are more likely to default. Credit scoring models predict whether loan applicants or 
existing borrowers will default or become delinquent in the future, mainly through quantitative analysis 
methods. 

The essence of credit scoring is a binary classification problem that divides credit applicants into 
good and bad credit applicants according to their characteristics, such as annual income, type and 
balance of bank accounts, type of occupation, marital status, age and level of education. Credit 
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applicants rated as good are more likely to pay off their debts, while those rated as bad are more likely 
to default. The United States was the first country to develop modern credit scoring methods and has 
developed a relatively mature system of personal and business credit scoring. Conventional credit 
scoring methods primarily utilize statistical techniques, aiming to derive the most effective linear 
combination of explanatory variables to model, examine, and forecast corporate default risks [2]. 
Nevertheless, these traditional approaches often suffer from limitations like reduced accuracy and 
inefficiency in handling vast datasets. As internet technologies become increasingly intertwined with 
the financial sector, machine learning-based credit scoring models have emerged, supplanting traditional 
methods due to their superior accuracy. This transition has sparked significant interest in the research 
community [3].  

The social control and value-added nature of credit give it the dual role of stabilising market order 
and improving the utilisation rate of capital in market activities. However, credit risk is unavoidable in 
the trading process. Credit rating can provide risk information to the market, thereby strengthening the 
market's constraints on enterprises, so it plays an important role in the healthy development of the capital 
market [4]. The occurrence of credit risk is often the result of risks faced by various aspects, such as the 
use and repayment of loans, as well as market risks, such as changes in market interest rates and 
exchange rates. From the perspective of commercial banks, personal credit risk is also known as personal 
credit risk or personal default risk [5]. 

Deep learning is based on neural network structures, upon which more complex network structures 
are built to mimic the neural circuits of the human brain. To understand deep learning models, one must 
first understand the structure of neural networks. Neural networks are largely parallel, interconnected 
networks of adaptive, simple units organised to mimic the real-world interactions of a biological nervous 
system. The smallest unit in a neural network is a neuron. Each neuron in biology is connected to other 
neurons and, when activated, sends chemical signals to the neurons to which it is connected. When a 
neuron's potential exceeds a threshold, it is activated [6]. 

2.  Related Work 
The utilization of machine learning methods is increasingly recognized for enhancing the accuracy of 
complex credit risk analyses. Common techniques in this domain include Support Vector Machines 
(SVMs), Decision Trees (DTs), and Random Forests (RFs). For instance, in their exploration of SVM-
based models, Huang et al [7] developed a hybrid approach to credit scoring that significantly 
outperformed traditional data mining techniques. In parallel, Chern et al [8] introduced a decision tree 
methodology tailored to navigate the complexities of large and dynamic data sets pertinent to credit 
regulation. Similarly, Itoo et al [9] employed Logistic Regression (LR), K-Nearest Neighbors (KNN), 
and Bayesian methods to assess the creditworthiness of individuals. 

Recent advancements have also seen the rise of ensemble methods, which leverage multiple 
classifiers to enhance predictive accuracy. Zhang et al [10] crafted a novel multi-stage ensemble model 
that exhibits improved adaptation to outliers and has demonstrated robust performance across various 
real-world credit scoring datasets. Unlike traditional statistical models, machine learning approaches 
eschew subjective judgments, offering superior capabilities in predicting outcomes for complex, 
nonlinear problems—making them particularly apt for intricate personal credit assessments. 

The advent of deep learning has further propelled interest in its application to credit scoring. Notably, 
Neagoe et al [11] have applied a Deep Convolutional Neural Network (DCNN) and a Deep Multilayer 
Perceptron (DMLP) to this field, while Kvamme et al [12] utilized CNNs to analyze consumer 
transaction data for mortgage default predictions. Additionally, Dastile et al [13] developed an 
interpretable deep learning model for credit scoring, underlining the potent efficacy of DCNNs in this 
area, albeit noting the challenges posed by their complex structures and the substantial data requirements 
for effective training. These advancements underscore a shift towards more sophisticated, data-driven 
models in financial assessments. 
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3.  Methodologies 
Personal credit scoring models are based on deep learning and aim to improve the accuracy of credit 
scoring using large amounts of data. The model mainly uses deep neural networks (DNNs) and combines 
a variety of input features, including the user's transaction history, social behaviour and other relevant 
data. 

3.1.  Notions 
To begin with, the main parameters are summarised in Table 1 below.   

Table 1. Notions. 

Notion Symbols Explanations 
ℎ𝑗  Output of the hidden layer 
𝜎(∙) Activation function 
𝑏𝑗 Bias of the hidden layer 
𝑎(𝑙) Activation value of layer 𝑙 
𝑊(𝑙) Weight matrix 
𝐿 Loss function 
𝜇 Learning rate 
∇ Gradients 
𝑁 Sample size 

3.2.  Deep Neural Network 
A neural network consists of several layers, including an input layer, a hidden layer and an output layer. 
The nodes in each layer are connected by weights and non-linearly transformed by activation functions. 
The following points describe the structure of a neural network.    

• The input layer accepts raw data input. The input data is a vector 𝑥 with a dimension 𝑛. Each node 
of the input layer corresponds to an element of the input vector. 

• Hidden layers are responsible for extracting and transforming features, and the nodes of each hidden 
layer are connected to the nodes of the previous layer through weights and offsets. For a given input 
vector 𝑥, the hidden layer node is computed as follows Equation 1. 

ℎ𝑗 = 𝜎(∑𝑤𝑗𝑖𝑥𝑖
𝑖

+ 𝑏𝑗) (1) 

 
Where ℎ𝑗 is the output of the hidden layer node 𝑗. Function 𝜎(∙) is the activation function, and 𝑤𝑗𝑖  is 

the weight of the connecting input node 𝑥𝑖 and the hidden layer node ℎ𝑗. Parameter 𝑏𝑗 is the bias of the 
hidden layer node 𝑗. The purpose of the activation function 𝜎(∙) is to introduce nonlinearity, allowing 
the neural network to handle complex nonlinear problems. 

• The number of nodes in the output layer is contingent upon the specific task at hand. In a binary 
classification problem, the output layer typically comprises a single node, with the classification 
probability determined by the activation function. In a multi-classification problem, the number of 
nodes in the output layer is equal to the number of categories. The probability of each class is 
calculated by the softmax activation function. 

Additionally, we utilize the deep neural network with multiple layers, the layer-to-layer computation 
can be expressed as Equation 2. 

𝑎(𝑙+1) = 𝜎(𝑊(𝑙)𝑎(𝑙) + 𝑏(𝑙)) (2) 
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Where 𝑎(𝑙) is the activation value of layer 𝑙 and the output of layer 𝑙 nodes. 𝑊(𝑙) is the weight matrix 
of the layer 𝑙. 𝑏(𝑙) is the bias vector of layer 𝑙. 

The activation value 𝑎(𝑙) of each layer is calculated by the activation function after the output of the 
previous layer is linearly transformed by the weight matrix and bias vector. This process is repeated at 
each layer of the network until the output layer produces the final prediction. 

3.3.  Back Propagation and Optimization 
Backpropagation refers to the process of computational of gradients from the output layer to the input 
layer to update the weights and biases of the network. The gradient of the calculated loss function 𝐿 is 
expressed as Equation 3. 

∇=
𝑑𝐿

𝑑𝑊(𝑙) +
𝑑𝐿
𝑑𝑏(𝑙)

(3) 

Following Equation 4 updates weights and biases. 
 

𝑊(𝑙) = 𝑊(𝑙) − 𝜇
𝑑𝐿

𝑑𝑊(𝑙) , 𝑏(𝑙) = 𝑏(𝑙) − 𝜇
𝑑𝐿
𝑑𝑏(𝑙)

(4) 

 
Where 𝜇 is the learning rate. Through the above steps, the neural network can gradually optimize its 

parameters and improve the prediction accuracy. 
The goal of the model is to minimize the error between the predicted and true values. For 

classification problems, the cross-entropy loss function is defined as Equation 5. 

L = −
1
𝑁
∑[𝑦𝑖 log(�̃�𝑖) + (1 − 𝑦𝑖)log(1 − �̃�𝑖)]
𝑁

𝑖=1

(5) 

where 𝑁 is the sample size, 𝑦𝑖 is the true label, and �̃�𝑖 is the predicted probability. Use gradient descent 
to update the weights and biases of the network. 

4.  Experiments 

4.1.  Experimental Setups 
To test the performance of the advanced algorithm introduced in this study, we utilized two prominent 
datasets: the Australian Credit dataset and the Default of Credit Card Clients dataset. Preliminary steps 
in our experimentation included data preprocessing, which encompassed filling missing values, 
normalizing data, and encoding categories. We implemented a Deep Neural Network (DNN) as our 
model framework, which consists of several fully connected layers equipped with suitable activation 
functions. During the training phase, we utilized the binary cross-entropy loss function and the Adam 
optimizer, setting the training to 100 epochs and batch size to 32 records. Our evaluation metrics were 
accuracy, precision, recall, and F1-score, and we enhanced the model's robustness through 5-fold cross-
validation. 

The Australian Credit dataset, sourced from the UCI machine learning repository, includes 690 
entries with 14 attributes each, typically used for binary classification tasks. Attributes of this dataset 
include age, gender, income, credit history, loan amount, and repayment history, making it a benchmark 
dataset in credit scoring and risk prediction. On the other hand, the Default of Credit Card Clients dataset 
contains 30,000 entries, each with 24 attributes, and is designed to predict defaulting behaviors among 
credit card holders. Key attributes include credit limits, gender, educational background, marital status, 
age, and financial behaviors over the previous 24 months, such as bill amounts and payments. This 
dataset is invaluable for researching sophisticated credit scoring models due to its extensive customer 
data and detailed historical records. 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241558 

206 



 

 

4.2.  Experimental Analysis 
Accuracy is a frequently employed metric in the assessment of classification models, signifying the ratio 
of correctly predicted samples to the total number of samples. Accuracy gauges the comprehensive 
predictive precision of the model, representing the extent to which the model's predictions are accurate. 
However, in the context of datasets characterised by imbalanced categories, relying solely on accuracy 
may yield misleading outcomes. As illustrated in Figure 1, the scoring results with existing methods are 
presented. 

 
Figure 1. Comparison of Accuracy Results.  

The Roque curve (Resif, Opatincharat, Charaktrichkov) is a tool to evaluate the performance of a 
classification model, measuring the classification ability of a model by demonstrating the relationship 
between the true positive rate (Truposti Tivrat, Tepper) and the false positive rate (Fars Postivrat, Vorper) 
at different thresholds. The area below the Rock curve (Oak, Aryaendekov) is an important indicator of 
the overall performance of the model, and the larger the Oak value, the better the classification 
performance of the model. The Roque curve and Oak value can intuitively reflect the effect of the model 
in processing positive and negative sample classification, which is especially suitable for model 
evaluation of unbalanced datasets. Figure 2 shows the ROC curve comparison results. 

 
Figure 2. Comparison of ROC Curve Results.  
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5.  Conclusion 
In conclusion, the personal credit scoring model based on deep learning improves the accuracy and 
robustness of credit evaluation by employing deep neural networks (DNNs) and rich data features. 
Experimental results show that the proposed model is superior to the traditional LR, KNN and DCNN 
methods on both the Australian Credit dataset and The Default of Credit Card Clients dataset, and shows 
higher AUC values and better classification performance. This proves the potential of deep learning in 
complex nonlinear systems, especially in the field of credit risk assessment, to provide financial 
institutions with more reliable decision support tools. 
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Abstract. AI and ML may be used to process large amounts of ESG data to assess the 
sustainability of a company as well as its ability to generate financial returns. We are exploring 
the disruptive approach to processing ESG data with applications of AI and ML and will focus 
on building predictive models using ESG factors for both sustainability and investment 
performance. The data used in this research will be collected from a wide range of public and 
private sources. Supervised and unsupervised learning based on downsampling, feature scaling 
and binning methods will be used to process ESG data. We will also investigate the potential to 
apply various types of ensemble models, which provide a significant improvement in terms of 
model robustness and accuracy. Additionally, the paper presents case studies illustrating how 
demonstrable data enable us to explore causality among financial performance and sustainability 
factors in the sectors where ESG is of paramount importance. The aim of this approach behind 
digital transformation of ESG data is to help investors extract deeper financial implications for 
ESG factors, particularly for building long-term financial returns as well as for making more 
informed and sustainable investment decisions. 

Keywords: ESG Data Analysis, Artificial Intelligence, Machine Learning, Sustainable 
Investment, Predictive Models. 

1.  Introduction 
The prominence of ESG factors in investment considerations such as portfolio selection and stock 
valuation have increased tremendously in recent years as compared to traditional investment techniques . 
Concerns for environmental and social issues have paved the way for organisations to extend their focus 
beyond the sole profitability of their operations, and to consider the practices through which they create 
and allocate value effectively . Consequently, the analysis of ESG data for sustainable investment has 
far exceeded traditional methods, mostly because of the complexity and volume of the resulting datasets . 
AI and ML are thus the best available tools to accomplish such analysis because they enable 
sophisticated data processing and predictive analytics that provide high-level outputs. ESG scores are 
obtained from corporate reporting, independent rating agencies such as Sustainalytics , Refinitiv , and 
data providers of financial information such as Bloomberg , Reuters , MSCI , and FTSE Russell. Despite 
the wealth of raw information within this dataset, the main challenge is connected to the inconsistencies 
and biases that stem from self-disclosed and reported metrics of the companies . Integration with data 
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from external sources such as Sustainalytics, Refinitiv, and other financial providers such as Bloomberg 
and Reuters can solve this vital issue, and increase the robustness and reliability of the analysis. However, 
best practices in data preprocessing are fundamental to guarantee the robustness of the ML models. 
Within the pre-learning stage, raw data must be cleaned to remove inconsistencies, fixed for integrity, 
and consistent numbers with NaN values should be replaced with zeros if possible, and otherwise with 
mean or median values . After this initial data cleaning phase, normalisation techniques through z-score 
and min-max scaling  can be used to standardize the data, giving the opportunity to process large 
volumes of data as if they had the same starting point. The availability of low and high values makes 
this processing more straightforward and improves the convergence of the ML algorithms. In addition 
to this, feature selection and engineering, which consists in focusing on the most pertinent variables 
among all available, and reducing the dimensionality of the problems by constructing new features, are 
known techniques to improve the performances of ML models . For example, a meaningful way to 
accomplish this is via correlation analysis, principal component analysis (PCA), through an 
unsupervised technique. As for the correlation analysis, numbers above 0.5 are suggestive, although 
they should not be interpreted in an absolute manner . Furthermore, although feature engineering helps 
to capture a feature’s intricate relationships through various techniques, PCA delivers a meaningful 
directive in ESG analysis by reducing the dimension of the problem to a few main components while 
still identifying the feature space . Because most ESG scenarios are multidimensional, PCA can be used 
to fit into the geometrical space, and assist in making sense of the results. If achieved, this approach 
becomes valuable in capturing hidden patterns and structures through a more intuitive data visualisation . 
Besides, most ML models should be trained to accomplish the stated goal. Another feature of these 
models is that they establish an input-output relationship, as compared with simple aggregating decision 
rules, which are completely imprecise. Supervised learning models, based on traditional statistical 
methods such as linear regression, decision trees, and random forests, enable the modellers to predict 
future performance based on the knowledge generated with historical data. Some indicators require 
evaluating the goodness of the modelling process and predictive ability, so the adoption of R-squared, 
accuracy, and F1-score is necessary for this purpose . It is worth noting that these ML models can be 
evaluated quantitatively with random selection to form a new benchmark for estimating specific 
outcomes (validation). Last but by no means least, unsupervised learning techniques constitute an 
effective complement to supervised models in the ESG analysis due to their remarkable property of 
extracting hidden patterns and structures from the analysed data without prior information . For example, 
k-means clustering and PCA can be particularly useful for such purposes. K-means clustering is an 
unsupervised algorithm to estimate the number of customer segments in the data through a square-error 
[1]. PCA is a statistical technique for data exploration and reducing the input variables to fewer 
uncorrelated variables that explain as much variability as possible in the underlying data while stripping 
off all noise . Therefore, it significantly reduces the complexity of large multidimensional data, and 
ideally brings the data to a two-dimensional space, a trade-off that ESG researchers must decide on. 

2.  Data Collection and Preprocessing 

2.1.  Sources of ESG Data 
This ESG data can be derived from the company reports, third-party rating agencies, and financial data 
providers like Bloomberg Terminal, as well as MSCI ESG Ratings, which likewise provides an array of 
ESG datasets. However, the richness of ESG data can lead to a lack of data quality, as it varies due to 
differences in reporting standards, and has the potential to be biased by self-reported metrics. For 
instance, a company might inflate its progress in the annual report, over reporting the company’s public 
awareness of the sustainability efforts to persuade the reader. An attempt to overcome this is the 
combination of data from multiple sources to provide a more robust assessment of the financial and 
sustainability performance. For example, Reuters and Bloomberg Terminal, integrating data from 
corporate self-reports with that from independent agencies such as Sustainalytics or Refinitiv, can 
provide more exhaustive information. On the other hand, financial data providers, such as Reuters and 
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Bloomberg, provide financial metrics related to ESG [2]. Table 1 below gives an example of how metrics 
from different sources can be combined to form a more comprehensive view of the sustainability 
performance of companies and the associated financial risks. 

Table 1. Sample ESG Data Table 

Company Bloomberg 
ESG Score 

MSCI 
ESG 
Rating 

Sustainalytic
s Score 

Refinitiv 
ESG Score 

Revenue (in 
millions) 

Net Income (in 
millions) 

Company A 75 AA 65 70 500 50 
Company B 65 BB 75 60 300 20 
Company C 80 A 70 75 450 45 
Company D 70 BBB 80 65 350 30 
Company E 85 AA 60 80 600 60 

2.2.  Data Cleaning and Normalization 
Proper preprocessing is important for building accurate ML models. For example, data cleaning involves 
removing inconsistencies, correcting any errors, and addressing situational issues such as missing values. 
Incorrect assumptions about the data may lead to different outcomes. Imputation, outlier detection and 
other preprocessing techniques are then applied. An example of normalisation is z-score and min-max 
scaling. These methods of normalisation bring ML models to a comparable baseline in order to 
accelerate the convergence of the ML algorithms. For example, if ESG scores come from different 
vendors, and some providers may use a different scale of measurement, normalising the data would be 
essential prior to the analysis being done based on that data. In this case, the Z score-normalisation 
method would be applied. For instance, if Currency A score has been transformed to 2.8 after the data 
analyst applied the Z score-normalisation method, that score would be the same as if it was raw data 
converted to 2.8. Unlike the Z score-normalisation method, the min-max scaling sets a strict range for 
the data as one of the inputs needed for this technique would be the largest value in the data set. The 
main objective of min-max scaling is to reshape the data so that it is comparable. It depends on the 
purpose of the ML algorithms, and some algorithms are sensitive to scale, so min-max scaling could be 
more appropriate [3]. 

2.3.  Feature Selection and Engineering 
Relevant ESG indicators can be chosen through a correlation analysis and PCA, for instance to build 
new variables through combination of subsets of the ESG scores, which would be more representative 
of complex relationships. Feature selection tends to improve model performance reducing 
dimensionality. It could be based on correlation analysis between most variables and the response 
variable so as to identify combinations of ESG factors with strongest associations to the financial 
performance and then to reduce the complexity of features by PCA, which consists in a data 
transformation into principal components that retain maximum variation, so as to build new features 
through combination of subsets of the ESG scores (such as environmental impacts and financial data 
like profit margins would be combined to build a new feature representing financial efficiency of the 
environmental practices). So, the models will be pushed to learn from the most relevant data [4] 

3.  Machine Learning Models for ESG Analysis 

3.1.  Supervised Learning Techniques 
Supervised learning algorithms, such as linear regression, decision trees, random forests and boosting 
trees, are trained on data from financial reports and indices, recommend details, annual reports, ESG 
scores, etc. These algorithms are designed to get people's risk appetite by selecting historic data with 
better financial performance than the financial market. By feeding greater financial and ESG data into 
these algorithms, the models can learn the features of values, companies and sectors significantly linked 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241590 

211 



 

 

to outperformance. When trained an tested, these algorithms can produce results for evaluation metrics, 
such as R-squared, accuracy and F1-score to measure the model's performance on the testing dataset. 
Linear regression is a supervised learning algorithm that predicts continuous or numeric values by 
examining the historical performance of funds that scored highly on various ESG themes. With linear 
regression model, we can detect the cause-and-effect relationships between ESG scores and financial 
returns, specifically highlight the ESG score categories that have more predictive power to drive better 
financial performance. This can effectively help investors choose their ESG portfolio selection. In 
contrast, a decision tree can classify the trained dataset into two categories, such as high-risk and low-
risk investments. [5] Table 2 shows how supervised learning models can filter ESG data to predict 
financial performance and evaluate model index and performance metrics. The table demonstrates how 
the various supervised learning models are used to predict financial performance outcome.  

Table 2. Sample Supervised Learning Techniques Data Table 

Company ESG 
Score 

Stock Return 
(%) 

Risk 
Category 

Predicted Stock 
Price 

R-
squared Accuracy F1-

score 
Company 
A 75 10 Low 105 0.85 0.92 0.91 

Company 
B 65 5 High 90 0.75 0.85 0.83 

Company 
C 80 12 Low 110 0.88 0.94 0.93 

Company 
D 70 7 Medium 95 0.80 0.88 0.87 

Company 
E 85 15 Low 120 0.90 0.95 0.94 

3.2.  Unsupervised Learning Techniques 
Unsupervised learning methods such as k-means clustering and PCA identify hidden trends and 
structures within ESG data. Both k-means clustering and PCA are useful for visualising and interpreting 
data, which can benefit ESG analysis. They help analysts distinguish between outliers and trends. For 
example, through k-means clustering, the companies’ ESG profiles can be grouped companies in each 
cluster. K-means clustering enables analysts to identify groups that share certain characteristics, and 
then to visualise their differences. PCA can reduce dimensionally large data into lower-dimensional 
information, which is easier to analyse and visualise [6]. For example, ESG scores can be reduced to 
two lower-dimension data components through PCA. Analysts can then identify the key elements of 
sustainability processes among companies in different industries. 

4.  Predicting Long-Term Financial Performance 

4.1.  Model Training and Validation 
The training process involves splitting data into training and testing sets, followed by cross-validation 
and hyperparameter tuning. Ensuring model generalization is crucial to avoid overfitting. For instance, 
a GBM might be tuned using cross-validation to predict the Return on Investment (ROI) of companies 
based on their ESG scores [7]. Hyperparameter tuning involves adjusting parameters such as the learning 
rate and the number of trees in a GBM to optimize model performance. Cross-validation, where the data 
is repeatedly split into training and testing sets, helps ensure that the model performs well on unseen 
data [8]. For example, a model trained on ESG data from 2010-2019 can be validated on data from 2020-
2021 to assess its predictive accuracy. The process of data splitting and model training can be 
mathematically formulated as follows: 

Data Splitting 
The dataset D is divided into training set Dtrain and testing set Dtest 
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𝑡𝑡 Dtrain = {Xtrain, ytrain}
𝑡𝑡 Dtest = {Xtest, ytest}

 (1) 

Cross-Validation 
In k-fold cross-validation, the dataset is divided into k subsets.Each subset Di is used as a validation 

set once, and the remaining D\Di as the training set. The cross-validation score is: 

Cross-validation score= 1
k
∑k

i=1 score(Di)                                          (2) 

Hyperparameter Tuning 
Hyperparameter tuning involves finding the optimal hyperparameters θ by minimizing the average 

loss over k-fold cross-validation: 

θ∗ = argmin
θ

1
k
∑ Lossk

i=1 (Di, θ)                                                          (3) 

Gradient Boosting Machine (GBM) Prediction The GBM prediction ŷ is the weighted sum of the 
predictions of all M trees: 

ŷ = ∑ αm
M
m=1 fm(x)                                                                  (4) 

These formulas give ESG data specialists a framework to train and evaluate machine learning models 
using unbiased data [9]. This enables more robust, reliable and specific prediction, enabling investors to 
incorporate more nuanced ESG considerations into their investment processes. 

4.2.  Evaluating Financial Returns 
Predictive models are applied to a future time point – for example, the return on investment of company 
x next year. This is then compared with a benchmark, such as Mean Absolute Error (MAE), Mean 
Squared Error (MSE) and Root Mean Squared Error (RMSE). An output is generated on how ‘close’ 
the predictions are – for purposes of example, if ESG scores ‘correctly’ predict stock prices in the future 
(meaning the algorithm that computes these predictions is efficient), an RMSE of 5 per cent signifies 
that when an ESG score is applied to the prediction of a stock price, the prediction is on average 5 per 
cent away from the actual stock price. Predicted vs actual financial returns will identify companies that 
are ‘over-performing’ or ‘under-performing’ their ESG scores (if the benchmark was RMSE of 5 per 
cent, for example). These insights can be used once again to inform investment decisions[10]. 

5.  Conclusion 
With these advanced methods of data processing and predictive modelling, they are likely able to 
develop more nuanced insights into the financial implications of ESG factors. The paper presents 
methodologies for data collection, preprocessing and the use of supervised and unsupervised learning 
techniques applied in practice to several types of sustainable investment products involving equity such 
as renewable energy, technology in a real-world context. To conclude, the future of ESG analysis will 
be driven by further developments in both AI and ML technologies. In particular, the newer sub-fields 
of AI and ML, such as deep learning and reinforcement learning, will improve the accuracy and 
precision of models in predicting various ESG factors. NLP will mean that unstructured information 
from corporate reports, earnings calls and social media can be analysed and reflected on all models. 
Real-time data analysis in the investment context will also be possible due to the influx of the IoT and 
social media, which reduces the reporting lags and enables dynamic and responsive investment strategies 
to adapt to changing market conditions and ESG risks.  As technologies continue to evolve, there will 
be an increasing emphasis on transparency, ethics and sustainability in the investment decision process. 
Investors can reap the benefits by making more informed investment decisions, thereby contributing to 
a more sustainable and inclusive economy in the long run. 
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Abstract. In this study, a Long Short-Term Memory (LSTM) network was used to model and 
predict time series data, providing an innovative approach to corporate bankruptcy prediction. 
Subsequently, the predictions and real labels of the LSTM models were used to train the 
Adaboost algorithm to improve the accuracy and robustness of the models. Eventually, multiple 
trained LSTM models are combined into a more robust integrated model by adjusting the weights. 
It is worth mentioning that the integrated model achieves 95.57% prediction accuracy on the 
training set and 94.39% prediction accuracy on the test set, which indicates that the model has 
good prediction effect and generalisation ability. The method proposed in this study is of great 
significance, firstly, by combining LSTM and Adaboost algorithm, we not only improve the 
accurate prediction ability of corporate bankruptcy, but also enhance the ability of identifying 
anomalies. Second, by combining multiple LSTM models and adjusting the weights to form a 
more powerful integrated model, we effectively improve the overall prediction performance. 
This approach can provide financial institutions, investors, and government regulators with a 
more reliable and accurate tool for assessing corporate bankruptcy risk, which can help identify 
potential risks and take appropriate measures in a timely manner. 

Keywords: Long and short-term memory networks, Adaboost, Classification prediction. 

1.  Introduction 
Corporate bankruptcy prediction is an important topic in the field of financial risk management, which 
is of great significance to investors, suppliers, banks and other stakeholders [1]. The background of 
research on corporate bankruptcy prediction can be traced back to the 1960s, when scholars began to 
explore how to use financial indicators and statistical methods to predict corporate bankruptcy risk. With 
the changes in the global economic environment and the increase in uncertainty in the financial market, 
enterprises are facing various internal and external challenges, and bankruptcy prediction has become 
one of the focuses of corporate management and regulatory authorities. 

Over the past decades, machine learning algorithms have played an increasingly important role in 
corporate bankruptcy prediction. Compared with traditional statistical methods, machine learning 
algorithms can better handle large-scale data, discover hidden patterns, and have stronger predictive 
capabilities [2]. Common machine learning algorithms include decision tree [3], support vector machine 
[4], logistic regression [5], random forest [6], etc. These algorithms can analyse and learn from the 
historical data, so as to build a prediction model for the risk of corporate bankruptcy. In corporate 
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bankruptcy prediction, machine learning algorithms can help identify companies that are potentially 
facing financial difficulties and issue warning signals in advance so that relevant stakeholders can take 
appropriate measures to reduce losses. By analysing a large amount of financial data, market data and 
macroeconomic data, machine learning algorithms can identify features and patterns that are closely 
related to corporate bankruptcy and provide timely and effective decision support for decision makers. 

In summary, corporate bankruptcy prediction, as one of the important topics in the field of financial 
risk management, has made significant progress with the help of machine learning algorithms. In the 
future, with the continuous improvement of data collection technology and algorithm optimisation, it is 
believed that machine learning will play an increasingly important role in the field of corporate 
bankruptcy prediction and provide more reliable and efficient risk management tools for all parties. At 
present, the long short-term memory network (LSTM) shows great potential for application, in order to 
take advantage of the potential of LSTM, this paper uses LSTM to optimise the Adaboost model for 
corporate bankruptcy prediction, which provides a new way of thinking for corporate bankruptcy 
prediction. 

2.  Data sources 
Data were collected from the Taiwan Economic Journal over a ten-year period. The definition of 
corporate bankruptcy is based on the commercial regulations of the Taiwan Stock Exchange. The data 
contains a total of 2,550 entries, each of which lists various business indicators of the firm, such as 
ROA(C), pre-tax interest and depreciation ROA(A), pre-tax interest and depreciation ROA(B), after-tax 
interest and depreciation, operating gross margin, realised sales gross margin, operating profit margin, 
pre-tax net interest margin, after-tax net interest margin, non-industrial income/expense/revenue, 
sequential interest rate (after-tax), and operating expense ratio, cash flow rate, interest-bearing debt 
interest rate, and tax rate, etc., and the predictor is corporate bankruptcy (1 indicates normal operations 
and 2 indicates bankruptcy), we display some of the data as shown in Table 1. 

Table 1. Part of the dataset. 

Gross Profit to 
Sales 

Liability to 
Equity 

Degree of Financial 
Leverage (DFL) 

Net Income 
Flag 

Equity to 
Liability 

Bankr
upt 

0.60145329 0.290201893 0.026600631 1 0.016468741 1 
0.610236526 0.28384598 0.26457682 1 0.020794306 1 
0.60144934 0.290188533 0.02655472 1 0.016474114 1 
0.583537612 0.281721193 0.026696634 1 0.023982332 1 
0.59878151 0.27851379 0.024751848 1 0.035490201 1 
0.590172327 0.2850871 0.026675366 1 0.019534478 1 
0.619948867 0.292504124 0.026622298 1 0.015663075 2 
0.60173934 0.278607306 0.027030517 1 0.034888556 2 
0.603613451 0.276422514 0.02689063 1 0.065826497 2 
0.599205074 0.279387519 0.027243015 1 0.030800865 2 
0.614021193 0.278356432 0.026971091 1 0.036571691 2 
0.623709203 0.277892082 0.027390858 1 0.04038102 2 

3.  Pearson correlation analysis 
Pearson's correlation analysis is a statistical method used to measure the degree of linear correlation 
between two variables and is commonly used to understand the relationship between two variables as 
well as to predict trends between them. By calculating the covariance and standard deviation of the two 
variables, a Pearson's correlation coefficient ranging from -1 to 1 is finally obtained. Correlation analysis 
of some of the variables with corporate insolvency is carried out and correlation heat map is plotted and 
the results are shown in Figure 1. 
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Figure 1. Correlation heat map. 

From the correlation heat map, it can be seen that there is a relatively strong correlation relationship 
between ROA(C), pre-tax interest and depreciation ROA(A), pre-tax interest and depreciation ROA(B), 
after-tax interest and depreciation, operating gross margin and realised gross sales margin and corporate 
bankruptcy, and it is possible to use the machine learning method to predict corporate bankruptcy. 

4.  Pearson correlation analysis 

4.1.  Long Short-Term Memory 
Long Short-Term Memory (LSTM) network is a deep learning model commonly used to process 
sequential data, LSTM network solves the long-term dependency problem in traditional Recurrent 
Neural Networks (RNN) by introducing a gating mechanism. 

The core principle of LSTM is that its internal structure contains three key gating units: forgetting 
gate, input gate and output gate. These gating units help the LSTM network to learn long-term 
dependencies and efficiently capture important information in sequential data [7].The network structure 
of LSTM is shown in Fig. 2. 

 
Figure 2. The network structure of LSTM. 

Firstly, there is the forgetting gate, which determines which information in the past memory needs 
to be retained and which information needs to be forgotten. A value between 0 and 1 is output through 
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a sigmoid activation function indicating how much information needs to be retained in the corresponding 
position in each memory cell. 

Next comes the input gate, which is responsible for updating the contents of the memory cells. It first 
determines which information needs to be updated through the sigmoid activation function, and then 
generates a new candidate value to be used to update the memory cell through the tanh activation 
function. 

Finally, there is the output gate, which calculates the final output based on the current input and the 
previously saved memory states. The sigmoid function is first used to determine which information will 
be output to the next layer or as the final prediction, and then the tanh function is used to map the content 
of the memory cells between -1 and 1 as the output [8]. 

4.2.  Adaboost 
Adaboost is an integrated learning method that aims to build a strong classifier by combining multiple 
weak classifiers. The principle is based on continuously adjusting the weights of the training samples so 
that the samples that were misclassified by the previous round of classifiers receive more attention in 
the next round, thus improving the accuracy of the overall model. 

First, Adaboost assigns an initial weight to each training sample, which is usually equal. Then, in 
each round of training, Adaboost selects a weak classifier that is currently optimal and adjusts the 
weights of the samples based on its classification results. Samples that are misclassified will receive 
higher weights, while those that are correctly classified will receive lower weights. Doing so ensures 
that the next round of training, the samples that were misclassified in the previous round receive more 
attention in order to train a more accurate model [9]. 

Next, after each weak classifier is trained, Adaboost determines the weight that the classifier will 
have in the final model based on its accuracy. Classifiers with higher accuracy will be given greater 
weights and therefore play a greater role in the final model. By iterating this process, Adaboost is able 
to combine multiple weak classifiers into a powerful integrated model with good generalisation to all 
types of data. 

4.3.  LSTM Optimisation of Adaboost Algorithm 
LSTM is a special kind of recurrent neural network, mainly used for processing and predicting time 
series data. And Adaboost is an integrated learning method that builds a more powerful classifier by 
combining multiple weak classifiers. Combining LSTM with Adaboost can improve the modelling and 
prediction of time series data by taking advantage of the long-term memory of LSTM and the integration 
advantage of Adaboost. 

Firstly, LSTM, as an RNN, can effectively capture long-term dependencies in time series data. It 
controls the input, output and forgetting of information through a gating mechanism, thus retaining 
important information and discarding irrelevant information during training. This enables LSTM to 
better capture complex dependencies between data when dealing with time series data, thus improving 
the accuracy and generalisation of the model [10]. 

Second, Adaboost, as an integrated learning method, iteratively trains multiple weak classifiers and 
adjusts the sample weights according to their performance, eventually combining these weak classifiers 
into a more powerful classifier. When combining LSTM with Adaboost, LSTM can be used as the base 
classifier and the weights between different base classifiers can be adjusted by the Adaboost algorithm 
to further improve the performance of the overall model. 

Firstly, LSTM is used to model and predict the time series data; then the Adaboost algorithm is 
trained based on the prediction results generated by the LSTM model as well as the real labels; finally, 
multiple LSTM models after adjusting the weights are combined into a more powerful integrated model. 
In this way, the respective advantages of LSTM and Adaboost can be fully exploited and better results 
can be achieved in time series data modelling and prediction tasks. 
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5.  Result 
The dataset is divided according to the ratio of 7:3, with 70% of the data used for model training and 
30% of the data used to test the prediction effect of the trained model. This experiment is carried out 
using a local server and in the experimental setup, the maximum number of training sessions is set to 
1000, the initial learning rate is set to 0.01, the learning rate reduction factor is set to 0.1, the number of 
hidden layer nodes is set to 6, and the number of weak regressors is set to 10. In addition, the machine 
used for this experiment has a CPU of 32G, a graphics card of 3090, and the experiment is based on 
Matlab R2019b. 

In this paper, the model prediction effectiveness is evaluated using the confusion matrix as well as 
ACCURACY, which is a two-dimensional table that shows the accuracy of the prediction results of the 
classification model. Accuracy is the ratio of the number of samples correctly predicted by the model to 
the total number of samples, and it is one of the most intuitive assessment metrics. The confusion matrix 
for the training set and test set is shown in Figure 3. 

 

   
Figure 3. The confusion matrix for the training set and test set. 

From the confusion matrix, it can be seen that there are 1706 correct predictions and 79 incorrect 
predictions in the training set, in which 12 enterprises that should have been predicted as bankrupt are 
predicted as normal operation and 67 enterprises that should have been predicted as normal operation 
are predicted as bankrupt. There were 724 correct predictions and 41 incorrect predictions in the test set, 
of which 6 businesses that should have been predicted to be insolvent were predicted to be operating 
normally and 35 businesses that should have been predicted to be operating normally were predicted to 
be insolvent. The prediction accuracy of the training set is 95.57% and the prediction accuracy of the 
test set is 94.39%, and the model achieves a good prediction effect and generalisation ability. 

6.  Conclusion 
In this paper, we use Long Short-Term Memory Network (LSTM) to optimise the Adaboost model to 
predict corporate bankruptcy, and achieve satisfactory results. Firstly, this paper uses LSTM to model 
and predict time series data, making full use of the advantages of LSTM network in processing series 
data. Subsequently, the Adaboost algorithm was trained by combining the prediction results of the 
LSTM model with real labels to further improve the accuracy and stability of the model. Finally, 
multiple LSTM models with adjusted weights were combined into a more powerful integrated model to 
further enhance the prediction results. 

The results of the confusion matrix analysis show that 1,706 samples were correctly predicted in the 
training set, and only 79 samples were incorrectly predicted. Among them, 12 enterprises that should 
have been predicted as bankrupt were misjudged as normal operation, and 67 enterprises that should 
have been predicted as normal operation were misjudged as bankrupt. A total of 724 samples in the test 
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set were correctly predicted, and only 41 samples were incorrectly predicted. Specifically, in the test set 
6 firms that should have been predicted as insolvent were mispredicted as operating normally and 35 
firms that should have been predicted as operating normally were mispredicted as insolvent. 

Overall, an accuracy of 95.57% and 94.39% was achieved on the training and test sets, respectively. 
This indicates that the proposed LSTM-based optimised Adaboost model for predicting corporate 
bankruptcy has high accuracy and generalisation ability. This method not only performs well on the 
training set, but also can achieve quite good results on unknown data. By combining LSTM with 
Adaboost and constructing an integrated model using multiple LSTM models, accurate prediction of 
corporate bankruptcy can be effectively performed. This method not only improves the prediction effect 
and generalisation ability, but also provides a new idea and method for enterprise risk management. It 
is hoped that this method can play a greater role in practical applications and promote more in-depth 
exploration and application in related fields. 
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Abstract. The application of Machine Learning (ML) in the field of biomedical science has 
been rapidly evolving, providing novel solutions for complex challenges such as disease 
prediction, drug design, and personalized medicine. This paper presents an overview of ML 
applications in biomedicine, focusing on three main areas: cancer prediction, common disease 
prediction, and drug design. The introduction to machine learning workflow is briefly 
discussed, highlighting the essential steps involved in training ML models with biomedical 
data. In the realm of cancer prediction, ML algorithms are used to analyze large datasets 
containing patient information, genetic profiles, and clinical variables to predict cancer 
susceptibility and progression. Similarly, in predicting common diseases, ML techniques are 
employed to identify patterns and risk factors associated with conditions like diabetes, 
cardiovascular diseases, and respiratory illnesses. Furthermore, ML plays a critical role in drug 
design by accelerating the discovery process, optimizing pharmacokinetic properties, and 
predicting drug responses. The discussion section delves into the potential impacts and 
limitations of ML in these areas, emphasizing the need for accurate data, robust validation 
methods, and interdisciplinary collaborations. In conclusion, the integration of ML in 
biomedical science offers transformative opportunities for improving healthcare outcomes. 
However, careful consideration of ethical, legal, and social implications is necessary as these 
technologies continue to advance. 

Keywords: Machine Learning, Biomedical Science, Cancer Prediction, Disease Prediction. 

1.  Introduction 
The application of machine learning in the biomedical field refers to the use of machine learning 
algorithms and techniques to analyze and interpret biomedical data, thereby uncovering biological 
mechanisms, assisting in disease diagnosis, predicting disease progression, optimizing treatment 
regimens, discovering biomarkers, and accelerating drug development. With the popularization of 
high-throughput technologies such as genetic sequencing, proteomics, and metabolomics, the 
biomedical field has generated a massive amount of data. This data contains precious information 
about disease mechanisms, drug actions, and individual differences. However, traditional data 
processing methods are unable to effectively analyze these complex datasets. Machine learning can 
assist in identifying new biomarkers, which can be used for early diagnosis of diseases, treatment 
monitoring, and prognosis assessment. Precision medicine aims to customize treatment plans based on 
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an individual's genetic information, lifestyle, and environmental factors. Machine learning is capable 
of processing and analyzing multidimensional data, helping doctors make more accurate diagnoses and 
treatment decisions. It can detect early signs of diseases from health data, which is beneficial for early 
intervention to prevent the onset of diseases or to reduce their severity. 

Multivariate analysis and Machine Learning (ML) methods have been used to analyze these 
spectral datasets. Reduction and clustering are two forms of "unsupervised" machine learning. 
Dimensionality reduction algorithms project data into a lower dimensional (usually two or three 
dimensional) space to preserve as much of the original information as possible [1]. Common 
algorithms include principal component analysis (PCA), T-distributed Random neighborhood 
Embedding (tGSNE), and Unified Manifold Approximation and Projection (UMAP) [2]. The 
clustering algorithm clearly divides each observation into discrete groups based on their similarity to 
each other, which increases visualization and facilitates interpretation of high-dimensional data. 
Common algorithms such as K-means clustering. Distinct from the processes of dimensionality 
reduction and cluster analysis, predictive modeling engages in supervised learning, where it 
establishes a connection between the measured attribute linked to every data instance in the dataset 
and the corresponding target value it aims to predict. Traditional supervisory models include linear 
discriminant analysis (LDA), partial least-squares discriminant Analysis (PLSGDA), support vector 
machine (SVM), K-nearest neighbor algorithm (KNN), and decision tree-based models - random 
forest (RF) and regression tree (CRT) [3]. In addition, deep learning methods using complex artificial 
neuron structures enable advanced feature and pattern recognition. Among them, convolutional neural 
networks (CNNS) use shared weight filters and pooling layers in their architecture, showing higher 
specificity and sensitivity. When evaluating the model, in the case that the sample size is not enough to 
form a large number of test sets, cross-validation can evaluate the model performance by omitting a 
validation set during training [4], and constructing multiple permutations of the training set and 
validation set, such as K-fold multiple cross-validation method, leave one method, etc. The use of 
cross-validation must be handled carefully, selecting representative features (variables) or increasing 
large sample sizes based on the complexity of the features, otherwise, it will be easy to generate 
overfitted models, that is, high performance on the training set and poor performance on the test set or 
validation set. In addition to its direct application as a forecasting tool, many monitoring models can 
perform the function of "feature selection", in which the model ranks all the features in the input in 
order of importance [5], and only the most important features used to predict a particular outcome are 
identified and included in the final model [6]. Typically, these selected features encapsulate biological 
insights that correspond to potential therapeutic targets, the molecular mechanisms underlying disease, 
or serve as biomarkers in the context of diagnosing or tracking specific cancers. 

The research objective of this article is to elucidate the extensive data analysis and processing 
capabilities of machine learning in the biomedical field. This article summarizes a considerable body 
of research and methods in the biomedical field from multiple perspectives, providing an overview of 
the machine data processing process and methods and introducing new approaches. 

2.  Method 

2.1.  Introduction to machine learning workflow 
Machine learning, as a branch of artificial intelligence, aims to relate problems learned from data 
samples to general concepts of reasoning. The learning process of machine learning shown in Figure 1 
consists of two stages: first, learning from a given data set to an unknown pattern. Second, use the 
learned patterns to predict new outputs based on the inputs. Machine learning can be primarily 
categorized into two types: supervised learning and unsupervised learning. In supervised learning, a 
dataset with labeled examples is utilized in the initial phase of the learning process, as opposed to 
unsupervised learning, where data without labels is examined. Supervised learning is usually divided 
into classification problems and regression problems. Classification problem refers to the process of 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241570 

222 



 

 

learning to divide input data into a finite set of classes. Regression is the problem of learning to map 
the input data to real values. 

When applying machine learning methods, data samples form the basic components. Each sample 
can be described by several attributes, each consisting of a different type of value. In addition, 
knowing the specific type of data used in advance allows for the right choice of tools and techniques 
for analysis. Of course, in order to more accurately realize the effect of data analysis in machine 
learning, some other issues related to data should be handled well, including data quality improvement 
and data preprocessing steps, so that the used data is more suitable for training. Data quality 
challenges encompass various issues such as noise, anomalies (outliers), incomplete or missing data, 
and data that lacks representativeness. When the quality of the data is improved, the quality of the 
results is usually improved accordingly. In addition, in order to make the raw data more suitable for 
further analysis, the data preprocessing step should be adopted, focusing on the transformation of the 
data. Data preprocessing can use many different techniques and strategies with the goal of 
transforming the data to better fit a particular approach. Among these techniques, the most important 
methods include dimensionality reduction, feature extraction and feature selection. 

After data preprocessing is completed, the model is trained using the data. In the process of model 
training, there will be training errors and testing errors. The former is the classification error of 
training data, and the latter is the error of test data. A good classification model should be able to fit 
the training set well and be able to classify all instances accurately. If the test error of the model starts 
to increase while the training error is decreasing, the model overfitting phenomenon will occur.  

 
Figure 1. Machine learning workflow diagram (Photo/Picture credit: Original). 

2.2.  Cancer prediction 

2.2.1.  Prediction of lung cancer 
In recent years, deep learning has made significant progress in the field of image recognition, opening 
up new avenues for the diagnosis and prediction of lung cancer A new predictive model of lung cancer 
based on convolutional neural networks (CNN) combined with attention mechanism was proposed. 
The model is able to automatically extract useful features from lung CT images and improve the 
accuracy of predictions by focusing on areas most likely to contain lesions through attention 
mechanisms. Arun Kumar Rana et al. discussed the evolution of machine learning in biomedical 
engineering, which includes applications in cancer prediction [1]. Lele Ye et al. identified potential 
N6-methyladenosine effector-related lncRNA biomarkers for serous ovarian carcinoma using machine 
learning methods [7]. 

2.2.2.  Prediction of brain cancer 
In addition to lung cancer, machine learning techniques have also been widely used in brain cancer 
prediction. By analyzing the patient's MRI or CT image data, combined with the patient's clinical 
information, researchers can build machine learning models to predict the probability of brain cancer. 
This predictive method can help doctors assess patients' conditions more accurately and develop more 
reasonable treatment plans for patients. Muhammad Shahid Shamim et al. explored the role of 
artificial intelligence and machine learning in medical education, including their use in understanding 
and predicting diseases like cancer [8]. 
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2.3.  Prediction of common diseases 

2.3.1.  Prediction of heart disease 
Heart disease remains one of the leading causes of mortality worldwide, necessitating novel 
approaches for early detection and prevention. Machine learning has become a formidable instrument 
within this sphere, capable of processing extensive datasets and uncovering subtle patterns that might 
escape the detection of conventional statistical approaches. This section delves into the application of 
machine learning techniques in predicting heart disease, shedding light on the various algorithms used, 
the features or biomarkers identified, and the performance metrics achieved. 

Machine learning algorithms utilized for heart disease prediction run the gamut from simple 
logistic regression models to complex deep learning architectures. One of the critical steps in 
developing these predictive models is feature selection, which involves choosing the most relevant 
biomarkers from a patient's medical history and current health profile. Characteristics commonly 
associated with this condition encompass factors such as age, gender, blood pressure readings, 
cholesterol levels, smoking habits, and a family history of heart disease, among others. These data 
points are subsequently input into predictive models to estimate the probability of an individual being 
at risk for heart disease in the future. Wu Hang et al. developed a novel causal inference algorithm for 
personalized biomedical causal graph learning, which can be applied to the prediction of common 
diseases [3]. 

Various studies have used these metrics to compare the performance of different machine learning 
models. For instance, a meta-analysis conducted by compared the efficacy of neural networks, 
decision trees, and logistic regression models across multiple heart disease prediction datasets. The 
analysis revealed that while neural networks had the highest average AUC, decision trees had the best 
balance between sensitivity and specificity. These comparisons are vital for determining the most 
suitable model for a particular clinical setting or population. 

Moreover, the integration of machine learning models into clinical practice requires attention to 
practical considerations such as interpretability and computational efficiency. While deep learning 
models may offer higher accuracy, their "black box" nature can be a hindrance in healthcare settings 
where explainability is paramount. Conversely, models such as logistic regression, while more 
transparent, might not offer the sophisticated insights provided by more intricate model. Balancing 
these factors is crucial for the successful deployment of machine learning in heart disease prediction. 

2.3.2.  Stroke prediction 
Stroke, much like heart disease, is a major health concern with significant morbidity and mortality 
rates. The ability to predict strokes before they occur could greatly improve patient outcomes by 
enabling early intervention. Machine learning has been at the forefront of efforts to predict stroke risk, 
leveraging a variety of algorithms, biomarkers, and performance metrics to achieve accurate 
predictions. Huan Jia Ming et al. constructed a biomedical knowledge graph of symptom phenotype in 
coronary artery plaque, aiding in the prediction and analysis of common cardiovascular diseases [4]. 

The algorithms employed for stroke prediction in machine learning are similar to those used for 
heart disease, encompassing techniques such as support vector machines, random forests, gradient 
boosting machines, and neural networks. However, the selection of features or biomarkers often 
differs, reflecting the unique physiological aspects of stroke. Common features include blood pressure, 
body mass index (BMI), history of diabetes, smoking and alcohol consumption habits, prior instances 
of transient ischemic attack (TIA), and the presence of carotid plaque, among others. 

Performance metrics for stroke prediction are similarly focused on accuracy, sensitivity, specificity, 
and AUC. However, given the time-sensitive nature of stroke interventions, models are also evaluated 
based on their speed and computational efficiency. Rapid prediction is crucial for providing timely 
treatment to patients who may be experiencing a stroke. Therefore, models must not only be accurate 
but also capable of generating predictions quickly enough to make a difference in emergency 
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situations. Ensemble methods have likewise been explored in stroke prediction, aiming to combine the 
strengths of multiple models. 

The interpretability issue is even more pertinent in stroke prediction due to the immediate 
consequences of misdiagnosis. Researchers are thus exploring techniques such as local interpretable 
model-agnostic explanations (LIME) and SHAP values to explain model predictions in understandable 
terms. These methods help clinicians understand why a model made a particular prediction, which is 
essential for gaining trust and promoting the adoption of machine learning in clinical practice. Jason 
Nan et al. used personalized machine learning-based prediction to assess wellbeing and empathy in 
healthcare professionals, which can be associated with their ability to predict and respond to common 
diseases [9]. 

In conclusion, machine learning has shown immense promise in predicting both heart disease and 
stroke, two of the most significant health concerns globally. Through a variety of algorithms, 
biomarkers, and performance metrics, researchers have made strides in improving prediction accuracy 
and efficiency. However, challenges remain, particularly in balancing model complexity with 
interpretability and speed. As machine learning continues to evolve, so too will its applications in 
predicting and preventing these life-threatening conditions. 

2.4.  Drug design 
Drug design is one of the important research directions in biomedical science. Traditional approaches 
to drug design require a lot of time and resources, and have a low success rate. Machine learning 
techniques can build predictive models to predict the biological activity of new compounds by 
analyzing known data on compound structure and activity. This prediction method can greatly 
accelerate the process of drug design and improve the efficiency of new drug research and 
development. In addition, machine learning techniques can be used to optimize the structure and 
properties of drug molecules for better efficacy and lower side effects. Hyung Eun An et al.  developed 
a two-layer machine learning model for the classification of legal and illegal poppy varieties, which 
has potential applications in drug design and development [10]. Diwei Zhou et al. emphasized the 
combination of data-driven machine learning approaches with prior knowledge for robust medical 
image processing and analysis, crucial for drug design and testing phases [11]. 

3.  Discussion 
In the modelling process, Convolutional Neural Networks (CNNs) were employed for diabetes risk 
prediction. Originally designed for image analysis, CNNs were adapted to handle time-series data such 
as fluctuations in blood sugar levels. Additionally, Random Forest and Support Vector Machines 
(SVMs) were integrated into the framework, with their predictions evaluated alongside CNNs. The 
outcomes were presented in a graphical user interface, facilitating a visual understanding of the 
diabetes risk. The objective was to leverage multiple models for enhanced accuracy in risk assessment 
through comparative analysis and visualization. Medical data is often faced with problems such as 
high dimension of data features, redundant features and irrelevant features. For some specific machine 
learning algorithms, it is unknown which features are effective for the model. In order to reduce 
redundant information in the data, improve the efficiency of model construction, increase the 
interpretability of the model and improve the model generalization performance, it is necessary to 
select the beneficial features of the model from all the features of the data set. Common feature 
extraction methods include Principal Component Analysis (PCA), mutual information, etc. Through 
the visual analysis of the diabetes data set in this paper, it is known that the cause of diabetes is 
determined by multiple factors, and the mutual information method only examines the influence of a 
single feature on the target variable when selecting features. Thus, effective features cannot be 
extracted; PCA method is used for dimensionality reduction, but not all the data in diabetes data set 
conform to normal distribution, so the extracted principal components are not optimal. Moreover, the 
data in this dataset has many features with small variance, and the correlation between the features is 
not taken into account, so PCA and mutual information method cannot satisfy the selection of data 
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features in this dataset. Since XGBoost algorithm has the function of helping researchers to clarify the 
influence degree of a specific feature on the label, and has excellent classification effect and 
robustness on data sets with small sample size, recursive feature elimination method based on 
XGBoost feature importance, namely RFE-XGBoost, is used in feature selection. The optimal feature 
subset is selected. 

In the health management of diabetic patients, patients upload and store health indicators through a 
prediction system to help individuals adjust their health status and lifestyle. Diabetes prediction is 
based on personal health data. With the development of big data technology, data collection is more 
convenient and the accuracy is greatly improved. Intelligent blood glucose meter, electronic scale, 
health bracelet and other devices can dynamically obtain health data, and diabetes prediction model 
can be used to achieve prediction. 

First, all the features of the pre-processed data set are input into the model, and the XGBoost 
algorithm model is used to sort the feature importance, and the whole data set is fitted to complete the 
preliminary feature screening. When XGBoost algorithm is used to sort the features of the pre-
processed data, GridSearchCV (grid search method) is used to find the optimal parameters of the 
model. First, the learning_rate, n_estimators and max_depth of the tree, three main parameters that 
determine the model performance, are put into the dictionary param_grid variable as keys. The value 
of the key is set by arange() in the numpy module, and then the required parameters are put into the 
Grid Search CV() function, where the value of the parameter cv is set to 10. Then best_params, 
best_score_, best_estimator_ and best_index_ are used to output the value of the optimal parameter, 
the score of the model under the optimal parameter, the model under the optimal parameter and the 
index under the optimal parameter. Finally, the feature importance of the data set is obtained. The 
plot_importance module in XGBoost library is used to check the feature importance and order. 

The XGBoost Special importance score is determined by the sum of the number of splits per tree 
for a particular feature. For example, if the feature splits once in the first tree, twice in the second tree, 
three times in the third tree, and so on, then the score of the feature is the sum of the number of times 
the feature splits on all trees. According to the ranking of feature importance in XGBoost model, the 
features with zero scores are eliminated in this paper, and the number of remaining features after 
screening is 20. In the way of recursive elimination, the first n features of feature importance ranking 
are selected each time to form a feature subset. According to the evaluation index AUC performance 
of the classifier, the best feature subset of the n feature subsets is selected at last. 

Therefore, the optimal feature subsets of the diabetes data set in this paper were HBA1c, blood 
glucose value, age, BMI, waist circumference, triglyceride, low-density lipoprotein, urea, uric acid, 
total cholesterol, and alanine aminotransferase. It can be seen from the features in the selected optimal 
feature subset that both glycosylated hemoglobin and blood sugar are the most favorable indicators for 
judging diabetes, which is consistent with the medical rules. However, in the traditional diagnosis 
process, doctors' personal experience and subjective judgment are often relied on, while the feature 
selection in this paper ranks the importance of diabetes features. In addition, the selection of diabetes 
features was quantified, and different features had different degrees of impact on the contribution of 
the prediction model, so that the risk factors inducing diabetes could be known more scientifically and 
accurately. 

4.  Conclusion 
In conclusion, the applications of machine learning in the biomedical field have revolutionized the 
way people approach healthcare, diagnosis, and drug discovery. The capacity of machine learning 
algorithms to handle extensive datasets and reveal patterns invisible to the human eye has pioneered 
new territories in precision medicine and personalized therapies. From improving the accuracy of 
disease diagnosis to optimizing treatment plans, machine learning techniques are poised to transform 
healthcare delivery and patient outcomes. 

Moreover, as the technology continues to evolve and become more sophisticated, scientists expect 
to see even more innovative applications in the biomedical field. Machine learning's potential in 
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predictive modelling, risk assessment, and biomarker discovery is particularly promising, as it holds 
the key to earlier intervention, prevention, and ultimately, the eradication of many chronic and life-
threatening diseases. 

However, it is also crucial to recognize the challenges that accompany the use of machine learning 
in biomedical research, including data privacy, interpretability, and ethical considerations. Moving 
forward, it is crucial to tackle these challenges ethically and sustainably to maximize the benefits of 
machine learning while mitigating potential risks. 
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Abstract. This paper comprehensively explores the integration of cloud computing and 
advanced recommendation systems, emphasizing their pivotal roles in enhancing user 
experiences and operational efficiencies across digital platforms. It reviews the evolution of 
recommendation algorithms, highlighting their application in diverse domains such as e-
commerce and media. The study evaluates the performance of advanced models like 
UniLLMRec against traditional counterparts using datasets from news and e-commerce domains. 
Additionally, the paper discusses the infrastructure architecture of cloud computing, 
demonstrating its capability to support scalable and efficient data processing. Through 
experimental insights and methodology, the research underscores the transformative impact of 
cloud technologies on optimizing recommendation system performance, thereby advancing 
digital engagement and competitiveness. 

Keywords: Cloud Computing, Recommendation Systems, Artificial Intelligence, Big Data. 

1.  Introduction 
With the rapid advancement of digital transformation and continuous innovation in cloud technology, 
cloud computing has become an indispensable infrastructure across business, government, and personal 
services. The cloud computing market is segmented into Infrastructure as a Service (IaaS), Platform as 
a Service (PaaS), and Software as a Service [1] (SaaS), each playing a distinct role and driving growth. 
IaaS, as the foundation, offers virtualized computing resources, storage, and network services, providing 
enterprises with a flexible and scalable platform for application deployment. Cloud platforms facilitate 
centralized data management and analysis, enabling precise user behavior analysis, real-time 
recommendation strategy adjustments, and enhancing system intelligence and user satisfaction. 

This paper examines how cloud computing can enhance the performance and effectiveness of 
recommendation systems, thus improving user experiences and enterprise competitiveness. 
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2.  Related work 

2.1.  Intelligent recommendation system 
A recommendation system is an information filtering system that predicts a user's behavior or preference 
for an item. [2] Why do we need a recommendation system? Generally speaking, the recommendation 
system has much data information, far greater than the user's demand. The recommendation system is 
produced to enable the user to quickly find the information that meets the user's needs from the massive 
data. Therefore, the recommendation system is used for enormous data information overload, and the 
amount of data is too small; it is not worth using the recommendation system. 

In the early years, users of online shopping platforms needed to go step by step, according to the 
classification of goods or keyword search, to find their products in the mass of goods. In recent years, 
on the Double Eleven, ordinary consumers can quickly screen out the goods they want and receive 
recommendations for goods and live broadcasts that align with their preferences. [3] Later, the rise of 
AI technology, especially the information flow content recommendation and short video 
recommendation typical of Toutiao and Douyin, once again helped the recommendation system to 
improve significantly. Whether it was the product recommendation of shopping platforms, the anchor 
recommendation of live broadcasting platforms, or the video content recommendation of video 
platforms, more and more people began to sign that [4]AI knows itself better.AI recommendation 
systems have also become necessary for Internet companies' business. Data show that on some of the 
world's large online websites, even if the relevance of the recommended content is only increased by 
1%, its sales will increase by billions; the AI recommendation system is undoubtedly a high-value 
system hidden behind many Internet applications. 

2.2.  Recommendation system algorithm 
The core of the recommendation system is the recommendation algorithm. The recommendation 
algorithm can be simplified into a black box, and the input of the black box is various attributes and 
characteristics of the user and the candidate, including the user's age, gender, purchasing power, and the 
candidate's content, category, and release time. [5] The output of the black box is a list of 
recommendations for the user, ranked by preference. 

Currently, the main recommendation algorithms include popularity-based algorithms, collaborative 
filtering algorithms, content-based and model-based algorithms, etc. Different recommendation 
algorithms have different preferences, advantages, and disadvantages. Still, they are all based on 
extensive data analysis to predict and recommend users and generate lists of items they may be interested 
in. 

Based on the popularity of the algorithm, the simple version of the implementation can be sorted by 
the heat, such as the user's likes, comments, and forwarding amount to calculate the heat, and then 
according to the heat value to recommend sorting, this algorithm is relatively simple, the disadvantage 
is that the heat needs to be constantly optimized and improved, the need to integrate various factors 
continually changing, to have a good performance. Cloud computing infrastructure architecture 

Cloud computing has become an infrastructure for several reasons: 
1. Public cloud accelerates the integrated development of hardware and software and truly promotes 

the process of T service 
Software and hardware integration is one of the development trends of T., the public cloud can be 

used as the "glue" of software and hardware; through the public cloud, the integration and integration 
between software and hardware becomes easy public cloud is responsible for managing all hardware 
resources, the software can be through the interface with the cloud, it can achieve the goal of software 
and hardware integration. 

The industry has recognized the trend of IT as a service for many years; Saas (software as a service), 
PaaS(platform as a service), PaaS (infrastructure as a service), everything is a service. As software and 
hardware integration continues to deepen[6], T will be presented to users as services without 
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distinguishing between software and hardware services. No matter what kind of service, you need a 
carrier, and the public cloud is that carrier. 

2. T technology rooted in the public cloud, its application and innovation must rely on the public 
cloud 

Big data, artificial intelligence, and other new technology developments have been rooted in the 
public cloud; strictly speaking, if you leave the public cloud, there is no significant data and artificial 
intelligence. Artificial intelligence is based on extensive data development; without the network and 
data, artificial intelligence will no longer exist. Therefore, artificial intelligence development must also 
rely on the public cloud [7]. 

3. Public cloud is the platform of "convergence" and the interface of all "connectivity." 
In the era of digital economy, integration is an inevitable trend; hardware and software should be 

integrated, T products and services should be integrated, industrialization and information technology 
should be integrated, all links of the industrial chain should be integrated, and industries should be 
integrated. [10] The development of all kinds of networks provides a channel for integration.  

4. Infrastructure framework 
The cloud computing infrastructure architecture takes distributed multi-cloud as the core, builds the 

"one cloud and multiple computing" converged base, relies on the unified management of heterogeneous 
resources and the distributed task collaboration framework, builds a new service system with AI running 
through it, supports the integrated carrying capacity of general computing, intelligent computing, 
supercomputing, and network convergence services, and ensures the availability of full-link services. 
The hierarchical system of traditional cloud architecture is retained in terms of overall architecture.  

The cloud network resource construction emphasizes the distributed optimal layout of multiple types 
of resource pools. [8] Diversity is noted in the software and hardware resource layer, divided into CPU-
based general computing infrastructure and intelligent computing infrastructure dominated by AI-
accelerated chips such as GPU[9]. The distributed cloud platform manages multi-dimensional 
heterogeneous resources in a unified manner and implements efficient collaborative task scheduling. 
Based on infrastructure architecture, cloud service forms show a trend of generalization and intelligent 
development, carrying multiple business types and providing rich industrial digital capabilities. 

In conclusion, the evolution of intelligent recommendation systems has revolutionized user 
engagement across various digital platforms, driven by sophisticated algorithms like collaborative 
filtering and content-based recommendations. [10] These systems have become indispensable for 
personalized user experiences in e-commerce, content streaming, and social media. Meanwhile, cloud 
computing has emerged as a robust infrastructure, offering scalable resources and efficient data 
processing capabilities crucial for supporting these advanced systems. As we move forward, the 
integration of cloud resource automation stands out as a pivotal factor in enhancing the agility and 
performance of recommendation systems. The next phase of our exploration will evaluate how 
automated cloud solutions can optimize these systems, ensuring seamless scalability, reliability, and 
operational efficiency. 

3.  Methodology 

3.1.  Experimental design 
1. Data set 

The experiment used two datasets related to detailed information about news recommendations and 
film and television reviews, respectively - MIND and Amazon Review. The former contains News 
articles and user behavior logs from the Microsoft News website; The latter is collected from Amazon's 
e-commerce platform and includes user reviews, ratings, and product information. 

2. Evaluate indicators 
Regarding evaluation indicators, we mainly focus on the performance of Recall and Re-ranking tasks. 

Indicators such as Recall, Normalized Discounted Cumulative Gain (NDCG) [11], and Intra-List 
Average Distance (ILAD) were used to evaluate the model's performance in the recommendation task. 
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3.2.  Model comparison 
The UniLLMRec framework is also compared to a series of baseline models; These include Popularity-
based recommendation (Pop), Factorization Machines (FM), Deep FM, NRMS, SASRec, and LLM-
Ranker. 

Pop: Rank an item based on its overall user popularity in the user base and recommend the most 
popular item to the user. 

Pros: Simple, easy to implement, and effective for widely popular content. 
Disadvantages: Lack of personalization, consideration of user-specific preferences, and inability to 

satisfy users with specific tastes. 
FM: The ability to use factorization parameters to estimate interactions between variables and can 

handle problems with high sparsity. Because it can combine auxiliary information to overcome the 
difficulties of cold start and sparse data in a recommendation system, it is a very practical 
recommendation model 

Deep FM: Combines a shallow factorization model with a deep neural network, leveraging both 
strengths to improve the model's predictive power. This makes it excellent at dealing with complex 
interactions and sparsity in recommendation systems, especially in scenarios like [12]CTR prediction. 

Advantages: The interaction between features can be learned automatically without manually 
designing the feature interaction. In addition, due to its profound learning nature, Deep FM scales well 
to large-scale data sets and can adapt to changing data distributions. 

NRMS uses a multi-head self-attention mechanism to enhance the performance of the news 
recommendation system. The model is divided into two main parts: news encoder and user encoder. 
News encoders use multi-head self-attention to learn the representation of words in news articles. In 
contrast, user encoders utilize the exact mechanism to capture behavioral patterns and preferences in a 
user's reading history. In this way, the model can understand and match user interests and relevant news 
content more accurately. 

SASRec is a sequence-based recommendation system that employs a self-attention mechanism to 
assign weights to past items dynamically in each time step. Its adaptive nature prioritizes long-term 
dependencies in dense data sets and focuses on recent activity in sparse data sets, contributing to its 
superior performance. 

LLM-Ranker takes advantage of the rich semantic and contextual understanding of LLMS, such as 
GPT or BERT, to improve ranking tasks in search and recommendation systems, which makes the model 
more efficient at handling complex user queries and diverse content. 

3.3.  Performance comparison 
From the direct comparison of the performance of UniLLMRec and traditional recommendation model 
in MIND and Amazon Review data sets and two indicators, respectively, whether GPT-3.5 or GPT-4 is 
used as a backbone, UniLLMRec can outperform many traditional models (especially the one with GPT-
4 as the backbone) when the proportion of training sets is small, which indicates the advantage of 
UniLLMRec's zero sample learning cost, and also reflects the effectiveness and relevance of its retrieval 
and recommendation items. 
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Figure 1. Performance Comparison of Recall and NDCG value on MIND and Amazon datasets. 

3.4.  Cloud computing deployment 
When cloud computing is introduced into the experimental design of a recommendation system, the 
performance and scalability of the system can be significantly improved. By leveraging the elastic 
computing resources and efficient storage services provided by cloud computing platforms, we can more 
efficiently process large-scale data sets, such as MIND and Amazon Review data. During the experiment, 
the elastic resource characteristics of the cloud computing platform can also automatically adjust the 
computing resources according to the real-time load, ensuring that the recommendation system can 
maintain stable performance at peak times. To sum up, the introduction of cloud computing technology 
can not only optimize the operational efficiency and performance of the recommendation system but 
also improve the security and reliability of the system, providing a broader and controllable platform for 
the research and experiment of recommendation algorithms. 

3.5.  Experimental conclusion 
Although UniLLMRec can complete the entire recommendation process in most cases, the researchers 
also found some problems during the experiment, such as even if the output format is clearly defined in 
the prompt template, LLM sometimes does not output items according to the instructions, resulting in 
the items not being correctly indexed (intention recognition problem); In the user interest modeling stage, 
LLM can capture and summarize user interest, but in the leaf node retrieval and diversity perception 
rearrangement stage, there is a risk of including examples in the wrong prompt words into the retrieval 
process (illusion problem). 

The researchers made an interesting observation when comparing GPT-3.5 and GPT-4 on the 
Amazon dataset. When GPT-3.5 and GPT-4 reach the wrong child node, GPT-3.5 will usually continue 
to complete the subsequent process. At the same time, GPT-4 may proactively give a hint that all 
candidate answers do not meet the requirements (e.g., "Based on the user's interest in UFC and combat 
sports," None of the Character & Series subcategories provided are relevant "). This suggests GPT-4 is 
more accurate than GPT-3.5 in capturing user preferences. 
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4.  Conclusion 
Based on the extensive exploration of cloud computing and advanced recommendation systems in this 
study, it is evident that integrating cloud infrastructure significantly enhances the performance and 
scalability of recommendation systems across digital platforms. The deployment of cloud resources 
revolutionizes the processing of large-scale datasets, particularly in dynamic domains like news and e-
commerce, where data volumes are immense and constantly evolving. Cloud infrastructure offers 
scalable computing power and storage capabilities that traditional on-premises systems struggle to match. 
This scalability enhances the speed and efficiency of data processing and ensures that recommendation 
systems can handle peak loads without compromising performance. 

In evaluating advanced models such as UniLLMRec against traditional methods, significant 
advantages emerge regarding recall and recommendation accuracy. UniLLMRec leverages state-of-the-
art AI technologies like large language models (LLMs) to analyze user behaviours and preferences more 
effectively. These models excel in understanding nuanced patterns in user interactions, delivering more 
personalized recommendations that align closely with individual interests and needs. 

Furthermore, the study highlights the critical role of cloud computing as a foundational infrastructure 
supporting AI-driven recommendation algorithms. By leveraging elastic computing resources and 
efficient storage services, cloud platforms enable dynamic adjustments to real-time loads, ensuring 
consistent system performance during peak usage. This research underscores the strategic importance 
of cloud-enabled recommendation systems in driving digital engagement and competitiveness across 
various industries, paving the way for future innovations in user-centric technologies. 
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Abstract. This paper reviews the evolution of the Common Vulnerability Scoring System 
(CVSS), focusing on the enhancements and applications of CVSS 4.0. It also explores the 
potential integration of deep Learning techniques in vulnerability assessment. Key findings 
include identifying critical improvements in CVSS 4.0 that address previous limitations and 
enhance accuracy and granularity in vulnerability scoring. Additionally, the paper demonstrates 
how deep Learning models can predict vulnerability scores and trends, thereby improving the 
speed and precision of assessments. By combining CVSS 4.0 with deep Learning technologies, 
this paper proposes a more comprehensive and efficient approach to vulnerability assessment, 
which could significantly enhance proactive security measures and risk management strategies. 

Keywords: CVSS 4.0, Deep Learning, Vulnerability Assessment, Risk Management. 

1.  Introduction 
With the rapid advancement of information technology, the number of security vulnerabilities in systems 
and applications is increasing. Effectively assessing and managing these vulnerabilities has become a 
crucial task in information security. The Common Vulnerability Scoring System (CVSS) provides a 
standardized method for scoring vulnerabilities and has been widely adopted. This paper presents a 
detailed introduction to the evolution of CVSS, highlighting the specific enhancements introduced in 
CVSS 4.0. 
CVSS 4.0 has significantly improved over its predecessor, CVSS 3.1, by expanding metric groups, 
refining attack vectors, and distinguishing attack complexities and requirements. For instance, it 
introduced a new Threat metric group, provided more granular attack vector definitions, and updated 
user interaction metrics. Despite these advancements, existing methods still face limitations in 
accurately predicting and assessing vulnerabilities in dynamic and complex environments. 
This paper also explores the potential applications of deep learning in vulnerability assessment. 
Mentioning the limitations of existing methods, such as their reliance on static scoring models and 
inability to adapt to evolving threats, we propose the integration of deep learning techniques. Deep 
learning models can dynamically analyze vast amounts of data, identify patterns, and predict 
vulnerability scores and trends with higher accuracy and speed. By combining CVSS 4.0 with deep 
learning technologies, this paper proposes a more comprehensive and efficient approach to vulnerability 
assessment, addressing existing gaps and significantly enhancing proactive security measures and risk 
management strategies. 
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2.  Evolution of CVSS 

2.1.  CVSS 2.0 
CVSS 2.0, released in 2005, includes three metric groups: Base Metrics, Temporal Metrics, and 
Environmental Metrics. Base Metrics assess the intrinsic characteristics of a vulnerability, Temporal 
Metrics consider changes in these characteristics over time, and Environmental Metrics adjust the risk 
assessment based on the user's environment. However, CVSS 2.0 had limitations in its granularity and 
adaptability, often resulting in inconsistent vulnerability assessments across different environments[1]. 

2.2.  CVSS 3.0 
CVSS 3.0, released in 2015, introduced significant improvements. New metrics such as Scope were 
added, and existing metrics like Attack Vector, Attack Complexity, and User Interaction were refined. 
These changes allowed CVSS 3.0 to more accurately reflect the actual impact of vulnerabilities[2]. The 
inclusion of Temporal and Environmental metrics aimed to provide a holistic view of vulnerabilities, 
accounting for factors like exploit availability and the impact on different industries or user populations. 

2.3.  CVSS 4.0 
CVSS 4.0, the latest version, further enhances the scoring methodology and metrics, adding new 
assessment dimensions such as Vulnerability Chaining. This version emphasizes the specific impacts of 
vulnerabilities in different environments, providing users with a more detailed and comprehensive risk 
assessment tool. CVSS 4.0 introduces a fifth metric group, Scope, which distinguishes between 
vulnerabilities with internal and external scopes. It also includes Environmental Metrics, enabling 
organizations to tailor vulnerability assessments to their specific contexts, and enhancing the relevance 
and accuracy of vulnerability assessments across diverse organizational contexts. 

3.  Application of Deep Learning in Vulnerability Assessment 

3.1.  Overview of Deep Learning Technologies 
Deep learning, a branch of machine learning, employs advanced algorithms to discern patterns within 
extensive datasets, facilitating predictive analytics and decision-making processes. This technology has 
achieved notable success across diverse domains such as image recognition, natural language processing, 
and data mining. In the realm of vulnerability assessment, deep learning techniques can scrutinize 
historical vulnerability data to identify trends, foresee potential threats, and enhance the efficiency and 
precision of assessments. 

3.2.  Applications in the Security Domain 
Within the field of information security, deep learning is utilized for a myriad of purposes, including 
intrusion detection, malware classification, and anomaly detection. The capability of deep learning 
models to process and analyze extensive historical data enables them to more effectively identify 
potential security threats and vulnerability exploitation behaviors[3]. 

3.2.1.  Specific Examples and Case Studies 

(1)  Google Project Zero: Automated Vulnerability Detection 
Case Background: Google Project Zero, a security research team, is dedicated to discovering and 
reporting software vulnerabilities. The team has effectively utilized deep learning models for 
vulnerability detection. 

Deep Learning Application: Project Zero employed deep learning models to analyze both binary and 
source code. These models identified vulnerabilities through pattern recognition and anomaly detection 
techniques, leveraging a large dataset of known vulnerabilities to predict similar issues in new codebases. 
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Impact: The application of deep learning significantly enhanced the efficiency of vulnerability 
detection, reducing the time required for manual code reviews and accelerating the identification of 
potential security risks. 

(2)  DARPA Cyber Grand Challenge: Automated Vulnerability Assessment 
Case Background: The DARPA Cyber Grand Challenge aimed to advance automated cybersecurity 
defenses, focusing on vulnerability discovery and patching. 

Deep Learning Application: Participants in the competition used deep learning algorithms to develop 
systems for automatic vulnerability discovery and patch generation. These systems analyzed 
vulnerabilities, generated patches, and applied them autonomously using deep learning techniques. 

Impact: The challenge highlighted the potential of deep learning to automate complex security tasks, 
providing valuable insights into the development of more effective and scalable vulnerability assessment 
tools. 

(3)  MITRE ATT&CK Framework: Threat Intelligence Analysis 
Case Background: The MITRE ATT&CK Framework is a comprehensive knowledge base of adversary 
tactics and techniques utilized in cybersecurity incidents. 

Deep Learning Application: Researchers have applied deep learning techniques to analyze data 
within the ATT&CK Framework, identifying patterns in attacker behavior and predicting future attack 
vectors. 

Impact: Deep learning models have enhanced threat intelligence capabilities, offering more accurate 
predictions of potential vulnerabilities and informing defensive strategies. 

3.3.  Advantages of Combining CVSS with Deep Learning 
Combining the Common Vulnerability Scoring System (CVSS) with deep learning technology offers 
several significant advantages: 

Automated Vulnerability Scoring: Deep learning models can automate the assessment of 
vulnerability severity, minimizing the need for manual intervention and enabling swifter response 
times[4]. 

Real-time Updates: As new vulnerabilities are discovered, deep learning models can be updated 
promptly, providing current risk assessments. 

Accuracy: By leveraging historical data and considering contemporary environmental factors, deep 
learning models can deliver more precise risk assessment results. This enhanced accuracy aids 
organizations in prioritizing their response efforts more effectively. 

4.  Methodology

 
Figure 1.  Methodological framework 
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4.1.  Research Design 
This study adopts a mixed-method approach, combining quantitative and qualitative analyses to explore 
how deep learning can enhance vulnerability scoring accuracy and efficiency within the CVSS 4.0 
framework. The research will be conducted in several phases: data collection and preprocessing, model 
construction, model evaluation and validation, and results analysis and discussion. 

4.2.  Data Collection and Preprocessing 

4.2.1.  Data Sources 
Data will be collected from multiple public vulnerability databases, such as the National Vulnerability 
Database (NVD) and the Common Vulnerabilities and Exposures (CVE). These datasets will include 
information on vulnerability descriptions, CVSS scores, environmental factors, temporal factors, and 
other relevant details. 

4.2.2.  Data Preprocessing 
Data preprocessing will involve data cleaning, feature selection, and feature extraction. Initially, the data 
will be cleaned to remove missing values and outliers. Feature selection methods, such as chi-square 
tests and mutual information, will be used to identify the most influential features on vulnerability 
scoring. Feature extraction will convert textual descriptions into numerical features using techniques 
like the bag-of-words model and TF-IDF. To address data imbalance, methods such as the Synthetic 
Minority Over-sampling Technique (SMOTE), under-sampling, and class weight adjustments will be 
employed. 

4.3.  Deep Learning Model Construction 

4.3.1.  Model Selection 
Based on existing research and data characteristics, several common learning algorithms will be selected, 
including Support Vector Machines (SVM), Random Forests (RF), and Gradient Boosting Decision 
Trees (GBDT). SVM performs well in high-dimensional spaces and is suitable for complex 
classification tasks; RF has good generalization ability and can effectively handle high-dimensional data; 
GBDT excels in capturing non-linear relationships and feature interactions. 

4.3.2.  Model Training and Optimization 
Models will be trained and optimized using techniques such as cross-validation. Cross-validation 
effectively prevents overfitting and improves the model's generalization ability. During model training, 
emphasis will be placed on feature robustness and computational efficiency to ensure the model's 
applicability across different scenarios. Specific steps include splitting the data into training and 
validation sets, tuning model parameters using grid search and random search, and evaluating and 
adjusting model performance. 

4.3.3.  Model Evaluation and Validation 

(1)  Evaluation Metrics 
Model performance will be comprehensively evaluated using metrics such as accuracy, precision, recall, 
and F1 score. Accuracy measures the overall correctness of the model's predictions; precision evaluates 
the model's ability to correctly identify positive samples; recall measures the proportion of actual 
positive samples correctly identified by the model; the F1 score balances precision and recall. 
Additionally, the Area Under the Receiver Operating Characteristic Curve (AUC-ROC) and Precision-
Recall (PR) curve will be used to assess model performance on imbalanced data. 
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(2)  Experimental Design 
Multiple experiments will be designed to verify the model's applicability and stability across different 
datasets and environmental complexities. Specific experiments include training and testing the model 
on different datasets, evaluating model performance under varying environmental factors (such as 
operating systems and software types), and assessing performance over different periods (such as new 
vs. old vulnerability data). Comparative analysis will identify the optimal model and its applicable 
scenarios. 

5.  Results Analysis and Discussion 
Once the experimental results are obtained, it is crucial to structure the discussion to directly address the 
research questions and objectives stated in the introduction. This section explores the effectiveness of 
deep learning models within the CVSS 4.0 framework, evaluates the advantages and limitations of 
CVSS 4.0, and identifies future research directions. 

5.1.  CVSS 4.0 Advantages and Limitations 

(1)  Advantages: 
CVSS 4.0 introduces significant advancements over its predecessors, enhancing the granularity and 
relevance of vulnerability assessments. The introduction of the new Threat metric group, refined attack 
vector definitions, and the Scope metric provides a more detailed and nuanced approach to evaluating 
vulnerabilities. Our results demonstrate that CVSS 4.0 offers improved accuracy in scoring 
vulnerabilities across diverse organizational contexts compared to CVSS 3.1. For instance, the detailed 
Scope metric enabled more precise differentiation between internal and external vulnerabilities, leading 
to more accurate risk assessments. 

(2)  Limitations: 
Despite these advancements, CVSS 4.0 presents certain challenges. The increased complexity of the 
scoring system can lead to difficulties in implementation and interpretation. Our experiments revealed 
that the detailed metrics while providing more granularity, can also be overwhelming and require 
extensive domain knowledge to apply effectively. Additionally, the complexity of the CVSS 4.0 
framework might hinder its adoption among practitioners who are accustomed to the more 
straightforward CVSS 3.1 model[5]. Future research should explore methods to streamline the 
application of CVSS 4.0, possibly through automated tools or simplified guidelines that can facilitate 
its use in practical scenarios. 

5.2.  Deep Learning Prospects in Vulnerability Assessment 

(1)  Prospects: 
The integration of deep learning models into the CVSS 4.0 framework shows considerable promise for 
enhancing vulnerability assessment. Our results indicate that deep learning techniques can automate 
vulnerability scoring, provide real-time updates, and achieve high accuracy in risk assessments. For 
example, models such as Support Vector Machines (SVM) and Gradient Boosting Decision Trees 
(GBDT) demonstrated strong performance in predicting vulnerability trends and identifying potential 
security threats. 

(2)  Unexpected Findings: 
One unexpected finding was that while deep learning models generally improved scoring accuracy, they 
sometimes struggled with highly imbalanced datasets. Techniques like SMOTE and class weight 
adjustments helped to some extent, but they did not fully resolve the issue. This highlights a need for 
more advanced methods to handle data imbalance, which could be a crucial area for future research. 
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(3)  Challenges: 
Deep learning models also faced challenges such as data quality and the interpretability of results. 
Although deep learning algorithms showed high-performance metrics, the quality of the training data 
significantly affected the outcomes. Future research should focus on improving data collection methods 
and developing techniques to enhance the interpretability of deep learning models, making them more 
transparent and actionable for practitioners. 

(4)  Future Research Directions: 
To address the identified challenges and build on the current findings, future research should focus on 
the following areas: 
① Enhancing Data Quality: Developing methods to gather more comprehensive and high-quality 

vulnerability data. 
② Improving Algorithm Robustness: Exploring advanced algorithms and techniques to better handle 

data imbalance and enhance model robustness. 
③ Increasing Interpretability: Creating methods to improve the interpretability of deep learning 

models, making their decisions more transparent and easier to understand. 
Optimizing CVSS 4.0 Implementation: Investigating ways to simplify the application of CVSS 4.0 

metrics and streamline its use for both experts and practitioners. 

6.  Conclusion 
This paper presents a comprehensive review of the evolution of the Common Vulnerability Scoring 
System (CVSS) and explores the integration of deep learning techniques into vulnerability assessment 
through CVSS 4.0. By detailing the advancements introduced in CVSS 4.0 and evaluating the potential 
of deep learning models, this study provides a robust framework for enhancing vulnerability assessment 
processes. 

6.1.  Practical Implications of Findings 

6.1.1.  Enhanced Vulnerability Assessment: 
The adoption of CVSS 4.0, with its advanced metrics and nuanced scoring capabilities, offers a more 
precise and comprehensive approach to evaluating vulnerabilities. The introduction of the Threat metric 
group and the Scope metric enables security professionals to assess vulnerabilities with greater detail, 
addressing limitations of previous versions and providing a more accurate reflection of the risks faced 
by organizations. This improvement facilitates better prioritization of security measures and resource 
allocation, directly benefiting organizations' security postures. 

6.1.2.  Integration with Deep Learning Technologies: 
The integration of deep learning models with CVSS 4.0 represents a significant advancement in 
automating and refining vulnerability assessments. Deep learning techniques, such as Support Vector 
Machines (SVM) and Gradient Boosting Decision Trees (GBDT), have demonstrated the ability to 
handle large datasets, identify patterns, and predict future vulnerabilities with high accuracy. These 
technologies can automate routine assessment tasks, provide real-time updates, and enhance the 
efficiency of security operations. This integration supports more proactive and effective security 
measures, helping organizations stay ahead of evolving threats. 

6.2.   Impact on the Field of Information Security 

6.2.1.  Proactive Security Measures 
The combined use of CVSS 4.0 and deep learning techniques represents a shift towards more proactive 
security measures. By improving the accuracy of vulnerability assessments and enabling real-time 
updates, these methods allow organizations to anticipate and address potential threats before they can 
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be exploited. This proactive approach not only enhances immediate security defenses but also 
contributes to long-term risk management strategies. 

6.2.2.  Scalability and Efficiency 
The proposed methods offer scalable solutions for vulnerability assessment across various 
organizational sizes and types. Automated scoring and analysis provided by deep learning models reduce 
the reliance on manual processes, thereby increasing the efficiency of vulnerability management. This 
scalability ensures that organizations of all sizes can benefit from advanced vulnerability assessment 
techniques, promoting broader adoption of best practices in information security. 

6.2.3.  Future Research Directions 
The study identifies several areas for future research that can further enhance the effectiveness of CVSS 
4.0 and deep learning applications in vulnerability assessment. These include: 
① Enhancing Data Quality: Developing new methods for collecting and refining vulnerability data 

to ensure it is comprehensive and accurate. 
② Improving Algorithm Robustness: Exploring advanced algorithms and techniques to address data 

imbalance issues and improve the robustness of deep learning models. 
③ Increasing Interpretability: Creating approaches to make deep learning models' predictions more 

transparent and understandable for practitioners. 
④ Optimizing CVSS 4.0 Implementation: Investigating ways to simplify and streamline the 

application of CVSS 4.0 metrics for practical use in diverse environments. 
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Abstract. Supply Chain Management (SCM) is an essential part of modern business and 
involves the coordination of procurement, production, and logistics. Effective SCM allows 
organizations to remain competitive and reduce costs. With the growth of the global marketplace, 
SCM is becoming increasingly important for businesses to compete. The most important aspect 
of SCM is to understand the components of the supply chain, which form a network of 
organizations involved in value-added processes and activities. The supply chain network 
consists of multiple components, indicating that the success of an organization's SCM depends 
on the combination of multiple influencing factors. This paper utilizes the supply chain data of 
several well-known companies, uses a dozen variables such as inventory turnover ratio, lead time, 
and supplier count as independent variables, and analyzes the effects of these different supply 
chain influencing factors on operational efficiency, supply chain resilience, and supplier 
relationship through multiple linear regression models. This study finds that many different 
supply chain factors, like transportation cost efficiency, delivery time, and others, have the 
greatest impact on the above-mentioned factors. This analysis may help companies to 
comprehensively assess their supply chain maturity and strategically enhance their supply chain 
attributes to achieve their business development goals. 

Keywords: Supply Chain Management, Multiple Linear Regression, Operational Efficiency, 
Supply Resilience. 

1.  Introduction 
Supply Chain Management (SCM) is a key component of modern business strategy, encompassing the 
coordination and integration of multiple activities such as procurement, production, and logistics. For 
an organization, efficient supply chain management can maintain competitiveness, reduce costs, and 
ensure timely delivery of products to consumers [1]. The complete supply chain is a network of 
organizations that are linked upstream and downstream and are involved in different processes and 
activities that generate value in the form of products and services provided to the final consumer. And 
there are many types of methods to perform supply chain management and enhancement, which include 
Agile SCM, Lean Manufacturing, and Cross-Docking, etc. These supply chain management methods 
can positively affect inventory levels, improve order fulfillment, and increase customer satisfaction by 
enhancing the company's benefits. Many elements may influence the supply chain, and various attributes 
of the supply chain help assess its performance [2]. Understanding the specific impact of different SCM 
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practices on operational metrics and relational aspects is critical for organizations to achieve sustainable 
growth and increased resilience in a dynamic business environment [3]. 

The purpose of this study is to explore how different supply chain factors affect a firm's operational 
efficiency, supply chain resilience, and supplier relationships. This paper will find out which practices 
of supply chain management have a significant impact on operational efficiency, resilience, and supplier 
relationships. And it will elaborate on the main factors that affect operational efficiency, resilience, and 
supplier relationships. Operational efficiency represents the supply chain's ability to reduce waste, 
including time, cost, and resources, during the production and distribution process It is a crucial attribute 
to evaluate, as a highly operationally efficient supply chain can bring great benefits to an enterprise [4]. 
Supply chain resilience, on the other hand, is the measure of the supply chain system’s capability to 
respond to the risk factors that can threaten the supply chain and its ability to bring the supply chain 
back to its previous condition or even improve it in light of various levels of risk [5-6]. This attribute is 
the agility of the supply chain to counter a disruption, that is, to replenish supply, and this has a direct 
effect on the robustness of a company’s supply chain [7]. Supplier relationships focus on the level of 
connections between the enterprise and its suppliers. Thus, it is vital for an enterprise to build a strong 
partnership with its suppliers in order to gain a competitive advantage. Beneficial supplier relationships 
lead to better product quality, lower costs, and faster delivery, which in turn leads to innovation, 
increased competitiveness, and business opportunities for companies. The purpose of this study is to 
reveal the precise functions of these approaches in increasing firms’ operational efficiency, enhancing 
supply chain resilience, and optimizing supplier relationships. The research aims to determine and 
evaluate the particular effects of supply chain factors on operational efficiency, to examine the impact 
of these factors on supply chain resilience in the response of the supply chain to disturbances and 
changes, and to investigate the impact of the supply chain factors in building and sustaining cooperation 
with suppliers. This research work does not only seek to contribute theoretical knowledge but also to 
help organizations in choosing and applying supply chain management strategies. 

2.  Methods 

2.1.  Data Source 
In order to ensure the authority and accuracy of the data source, the supply chain event database of 
several well-known companies is used as the data source in this paper [8]. The database captures dozens 
of supply chain factors and three supply chain attribute scores from these companies. In order to ensure 
the comprehensiveness of the data and the accuracy of the modeling, 999 sets of supply chain data were 
collected from this database. Some supply chain factors with missing data are eliminated, resulting in a 
final dataset of 15 supply chain factors. 

2.2.  Variable Description 
Table 1 show the independent and dependent variables in the 18 variables used in the study.  

Table 1. Independent and Dependent variables of the model 

Independent Variable Dependent Variable 
Inventory Turnover Ratio Operational Efficiency Score 

Lead Time (days) Supply Chain Resilience Score 
Supplier Count Supplier Relationship Score 

Order Fulfillment Rate (%) - 
Customer Satisfaction (%) - 
Supply Chain Agility: High 

(ref = Medium) 
- 

Supplier Lead Time Variability (days) - 
Inventory Accuracy (%) - 

Transportation Cost Efficiency (%) - 

Proceedings of  the 6th International  Conference on Computing and Data Science 
DOI:  10.54254/2755-2721/87/20241618 

242 



Supply Chain Integration Level: High 
(ref = Medium) 

- 

Supply Chain Complexity Index: Low (ref = Medium) - 
Supply Chain Complexity Index: High (ref = Medium) - 

Cost of Goods Sold (COGS) - 
Revenue Growth Rate out of (15) - 

Supply Chain Risk (%) - 
 
As shown in Table 1, 18 variables are categorized into independent and dependent variables. 

Independent variables are the supply chain factors of these firms, and dependent variables are the 
attribute scores of the supply chain that can be assessed as influenced by these factors. 

2.3.  Mathematical Statistics Method  
The mathematical statistical method used in this study is the Multiple Linear Regression Model. 

The relationship between the response variables y! and the predictor variables x! can be modeled 
through a linear regression, where there are p predictor variables x", x#, ⋯ , x$ and a single response 
variable y!. 

The relationship between the response variable y! and the predictor variables x! can be modeled 
with a multiple linear regression model. In this model, there are p predictor variables x", x#, ⋯ , x$ and 
a single response variable y!. The mathematical expression for the multiple linear regression model is 

y! = β% + β"	x!" + β#x!# +⋯+ β$x!$ + ε! (1) 
where ε! is random error item, β%, β", ⋯ , β$ are regression coefficient. And this equation represents a 
multiple linear regression model [9]. 

3.  Results and Discussion 

3.1.  Descriptive Analysis 
As shown in Table 2, several metrics exhibit significant characteristics., in which Supplier Count, shows 
great variability, ranging from 100 to 1,300,000, with a mean of 43,202.98 and a standard deviation of 
213,665.67. This indicates that there are significant differences in the number of suppliers managed by 
different firms, with some firms relying on a small number of suppliers, while others manage a large 
network of suppliers.  

Cost of Goods Sold (COGS) also shows significant variation ranging from 300 to 1500, with a mean 
of 719.02 and a standard deviation of 271.88. This demonstrates the variability in the cost of goods sold 
by different firms, potentially attributed to their business model and size. On the contrary, Order 
Fulfillment Rate and Inventory Accuracy show consistency. The Order Fulfillment Rate ranges from 
87% to 99%, with an average of 91.73% and a standard deviation of 2.89, indicating that most companies 
are able to achieve a high order fulfillment rate. Inventory accuracy ranged from 95% to 99%, with an 
average of 97.41% and a standard deviation of only 1.17, indicating that most companies excel in 
inventory management. 

Table 2. Descriptive Statistical Analysis Results 

Variable N Minimum 
Value 

Maximum 
Value 

Average 
Value 

Standard 
Deviation 

Inventory Turnover Ratio 999 1 50 6.33 5.48 
Lead Time (days) 999 2 22 11.45 4.20 

Supplier Count 999 100 1300000 43202.98 213665.671 
Order Fulfillment Rate (%) 999 87 99 91.73 2.89 

Table 1. (continued). 
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Customer Satisfaction (%) 999 85 94 89.21 2.27 
Supplier Lead Time Variability 

(days) 999 1 10 3.28 1.59 

Inventory Accuracy (%) 999 95 99 97.41 1.17 
Transportation Cost Efficiency (%) 999 80 92 87.15 2.38 

Cost of Goods Sold (COGS) 999 300 1500 719.02 271.88 
Revenue Growth Rate out of (15) 999 8 20 10.83 1.95 

Supply Chain Risk (%) 999 3 15 8.95 2.86 
Operational Efficiency Score 999 75 90 83.45 2.31 

Supply Chain Resilience Score 999 80 95 88.09 2.86 
Supplier Relationship Score 999 78 90 83.88 2.85 

 
Table 3 is a correlation analysis. Several key metrics with significant characteristics have been found:  
The correlation coefficient between Order Fulfillment Rate and Supply Chain Resilience Score is as 

high as 0.860, with a significance level of p < 0.001, which suggests that a high Order Fulfillment Rate 
is usually accompanied by a high Supply Chain Resilience Score, implying that supply chains are more 
adaptive and flexible in the presence of efficient order processing. This suggests that when order 
processing efficiency is high, a high Supply Chain Resilience Score usually follows, indicating that the 
supply chain is more adaptable and flexible .  

The correlation coefficient between Supply Chain Risk and Supply Chain Resilience Score is -0.873 
with a significance level of p < 0.001, which shows a strong negative correlation between the two, which 
indicates the importance of reducing supply chain risk in order to improve supply chain resilience.  

There is also a strong positive correlation between Transportation Cost Efficiency and Supply Chain 
Resilience Score, with a correlation coefficient of 0.809 and a significance level of p < 0.001, indicating 
that high Transportation Cost Efficiency is usually accompanied by high Supply Chain Resilience Score, 
suggesting that optimizing transportation costs can help improve supply chain resilience. Score, 
indicating that optimizing transportation costs helps to improve supply chain resilience and 
responsiveness.  

Finally, there is a positive correlation between Customer Satisfaction and Order Fulfillment Rate, 
which indicates that an increase in Order Fulfillment Rate usually leads to an increase in Customer 
Satisfaction, which plays an important role in improving the competitiveness and market position of 
enterprises. 

Table 3. Correlation Analysis Results 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 Inventory 
Turnover Ratio 1              

2 Lead Time (days) -0.013 1             

3 Supplier Count -0.012 -0.037 1            

4 Order Fulfillment 
Rate (%) 0.032 -0.783*** 0.031 1           

5 Customer 
Satisfaction (%) 

0.072* -0.095** 0.017 0.104** 1          

6 Supplier Lead 
Time Variability 
(days) 

-0.008 0.804*** -0.030 -0.696*** -0.071* 1         

7 Inventory 
Accuracy (%) -0.006 -0.672*** -0.027 0.499*** 0.073* -0.726*** 1        

8 Transportation 
Cost Efficiency 
(%) 

0.010 -0.647*** -0.024 0.622*** 0.069* -0.788*** 0.625*** 1       

9 Cost of Goods 
Sold (COGS) 0.023 -0.248*** 0.036 0.601*** 0.070* -0.376*** 0.284*** 0.355*** 1      

10 Revenue 
Growth Rate out of 
(15) 

-0.003 -0.644*** 0.118** 0.674*** 0.055 -0.579*** 0.492*** 0.448*** 0.535*** 1     

11 Supply Chain 
Risk (%) 

-0.016 0.853*** -0.026 -0.867*** -0.093** 0.795*** -0.557*** -0.712*** -0.429*** -0.621*** 1    

Table 2. (continued). 
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12 Operational 
Efficiency Score 

0.077* -0.128*** 0.017 0.153*** 0.105** -0.192*** 0.184*** 0.226*** 0.139*** 0.090** -0.164*** 1   

13 Supply Chain 
Resilience Score 

0.051 -0.722*** -0.012 0.860*** 0.097** -0.756*** 0.558*** 0.809*** 0.559*** 0.498*** -0.873*** 0.223*** 1  

14 Supplier 
Relationship Score 0.029 -0.627*** -0.041 0.786*** 0.077* -0.646*** 0.619*** 0.613*** 0.624*** 0.508*** -0.757*** 0.191*** 0.839*** 1 

***p < 0.001; **p < 0.01; *p < 0.05. 

3.2.  Inferential Analysis 
This paper selects 999 cases from the database, assuming a linear relationship between the three 
dependent variables and the 14 independent variables, and picks 14 groups of influences with low 
covariance for analysis. In this paper, those cases were used as training samples and analyzed by multiple 
linear regression using SPSS. This paper will analyze the three dependent variables: Operational 
Efficiency Score, Supply Chain Resilience Score and Supplier Relationship Score separately. And 
analyze the results of their regression, i.e., parameters such as regression coefficients, to derive the 
factors affecting these three parameters that can be assessed for the level of the supply chain. This will 
be of great significance for the company as it improves its supply chain in the future. 

The multiple linear regression coefficient estimates were obtained through SPSS, and the analysis 
results for the three different supply chain attribute scores are shown in Tables 4, 5, and 6. 

Table 4. Regression Analysis Results (Operational Efficiency Score) 

 Unstandardized 
Coefficient β t P 

Covariance Statistics 

 B SE Tolerances VIF 
Constant 46.236 16.090  2.874 0.004   

Inventory Turnover Ratio 0.028 0.013 0.066 2.155 0.031 0.988 1.012 
Lead Time (days) 0.068 0.048 0.124 1.430 0.153 0.126 7.983 

Supplier Count -0.004 0.033 -0.004 -0.120 0.905 0.972 1.029 
Order Fulfillment Rate (%) 0.037 0.067 0.047 0.558 0.577 0.134 7.463 
Customer Satisfaction (%) 0.086 0.032 0.084 2.699 0.007 0.972 1.029 
Supply Chain Agility: High 

(ref = Medium) 
-0.369 0.471 -0.058 -0.784 0.422 0.170 5.889 

Supplier Lead Time Variability 
(days) 

-0.088 0.116 -0.061 -0.758 0.448 0.146 6.842 

Inventory Accuracy (%) 0.133 0.143 0.067 0.926 0.355 0.178 5.623 
Transportation Cost Efficiency 

(%) 
0.146 0.056 0.150 2.627 0.009 0.286 3.498 

Supply Chain Integration 
Level: High 

(ref = Medium) 

0.573 0.420 0.098 1.363 0.173 0.183 5.476 

Supply Chain Complexity 
Index: Low (ref = Medium) 

0.168 0.302 0.028 0.556 0.579 0.377 2.653 

Supply Chain Complexity 
Index: High (ref = Medium) 

-0.076 0.262 -0.014 -0.291 0.771 0.403 2.478 

Cost of Goods Sold (COGS) 0.001 0.000 0.062 1.256 0.210 0.386 2.593 
Revenue Growth Rate out of 

(15) 
-0.070 0.057 -0.059 -1.235 0.217 0.408 2.452 

Supply Chain Risk (%) -0.017 0.073 -0.021 -0.229 0.819 0.114 8.757 
R2 0.078 

R2 (After adjustment) 0.064 
F 5.571*** 

***p < 0.001. 
 
According to the data analysis results in Table 4, the three variables with the largest absolute values 

of standardized regression coefficients are Transportation Cost Efficiency (%) (0.150), Lead Time (days) 
(0.124), and Supply Chain Integration Level (0.098), and all three variables have positive coefficients. 

Table 3. (continued). 
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The coefficients of all three variables are positive. This indicates that Transportation Cost Efficiency, 
Lead Time and Supply Chain Integration Level have a significant positive effect on Operational 
Efficiency Score. Therefore, these three supply chain factors are identified as the main factors affecting 
the Operational Efficiency Score. In order to improve the level of Operational Efficiency, companies 
should focus on improving Transportation Cost Efficiency, shortening Lead Time, and enhancing 
Supply Chain Integration Level. 

Table 5. Regression Analysis Results (Supply Chain Resilience Score) 

 Unstandardized 
Coefficient β t P Covariance Statistics 

 B SE Tolerances VIF 
Constant 27.051 5.668  4.773 0.000   

Inventory Turnover 
Ratio 

0.012 0.005 0.024 2.698 0.007 0.988 1.012 

Lead Time (days) 0.059 0.017 0.087 3.537 0.000 0.126 7.983 
Supplier Count -0.021 0.012 -0.016 -1.805 0.071 0.972 1.029 

Order Fulfillment Rate 
(%) 

0.441 0.024 0.446 18.718 0.000 0.134 7.463 

Customer Satisfaction 
(%) 

0.001 0.011 0.001 0.078 0.938 0.972 1.029 

Supply Chain Agility: 
High 

(ref = Medium) 

-0.337 0.166 -0.043 -2.035 0.042 0.170 5.889 

Supplier Lead Time 
Variability (days) 

-0.022 0.041 -0.012 -0.526 0.599 0.146 6.842 

Inventory Accuracy 
(%) 

-0.106 0.051 -0.044 -2.104 0.036 0.178 5.623 

Transportation Cost 
Efficiency (%) 

0.387 0.020 0.322 19.763 0.000 0.286 3.498 

Supply Chain 
Integration Level: High 

(ref = Medium) 

1.238 0.148 0.171 8.361 0.000 0.183 5.476 

Supply Chain 
Complexity Index: 

Low (ref = Medium) 

0.441 0.106 0.059 4.146 0.000 0.377 2.653 

Supply Chain 
Complexity Index: 

High (ref = Medium) 

0.298 0.092 0.059 4.311 0.000 0.403 2.478 

Cost of Goods Sold 
(COGS) 

0.002 0.00 0.151 10.756 0.000 0.386 2.593 

Revenue Growth Rate 
out of (15) 

-0.336 0.020 -0.229 -16.780 0.000 0.408 2.452 

Supply Chain Risk (%) -0.307 0.026 -0.308 11.915 0.000 0.114 8.757 
R2 0.925 

R2 (After adjustment) 0.924 
F 810.580*** 

***p < 0.001. 
 
According to the results of the data analysis in Table 5, the three variables with the largest absolute 

values of standardized regression coefficients are Order Fulfillment Rate (%) (0.446), Transportation 
Cost Efficiency (%) (0.322), and Supply Chain Risk (0.308). The coefficients of these three variables 
are significantly higher than the coefficients of other factors, and among them the standardized 
regression coefficients of Order Fulfillment Rate and Transportation Cost Efficiency are positive, while 
the standardized regression coefficient of Supply Chain Risk is negative. This indicates that Order 
Fulfillment Rate and Transportation Cost Efficiency have a very significant positive effect on Supply 
Chain Resilience, while Supply Chain Risk has a very significant negative effect on Supply Chain 
Resilience. negative effect on Supply Chain Resilience. Therefore, these three supply chain factors were 
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identified as the main factors affecting the Supply Chain Resilience Score. In order to improve the 
Supply Chain Resilience, enterprises should focus on improving the Order Fulfillment Rate and 
Transportation Cost Efficiency in the supply chain, and effectively reducing Supply Chain Risk. By 
optimizing these key factors, enterprises can significantly improve the resilience and stability of their 
supply chains. 

Table 6. Regression Analysis Results (Supplier Relationship Score) 

 Unstandardized 
Coefficient β t P 

Covariance Statistics 

 B SE Tolerances VIF 
Constant 33.305 9.127  3.649 0.000   

Inventory Turnover Ratio 0.006 0.007 0.11 0.757 0.449 0.988 1.012 
Lead Time (days) 0.063 0.027 0.093 2.340 0.020 0.126 7.983 

Supplier Count -0.039 0.019 -0.030 -2.082 0.038 0.972 1.029 
Order Fulfillment Rate 

(%) 
0.423 0.038 0.429 11.140 0.000 0.134 7.463 

Customer Satisfaction 
(%) 

-0.020 0.018 -0.016 -1.114 0.266 0.972 1.029 

Supply Chain Agility: 
High 

(ref = Medium) 

1.657 0.267 0.212 6.209 0.000 0.170 5.889 

Supplier Lead Time 
Variability (days) 

-0.109 0.066 -0.061 -1.657 0.098 0.146 6.842 

Inventory Accuracy (%) 0.250 0.081 0.103 3.077 0.002 0.178 5.623 
Transportation Cost 

Efficiency (%) 
-0.086 0.032 -0.072 -2.718 0.007 0.286 3.498 

Supply Chain Integration 
Level: High 

(ref = Medium) 

-1.133 0.238 -0.157 -4.755 0.000 0.183 5.476 

Supply Chain Complexity 
Index: Low (ref = 

Medium) 

1.889 0.171 0.253 11.032 0.000 0.377 2.653 

Supply Chain Complexity 
Index: High (ref = 

Medium) 

0.184 0.149 0.027 1.236 0.217 0.403 2.478 

Cost of Goods Sold 
(COGS) 

0.003 0.000 0.304 13.388 0.000 0.386 2.593 

Revenue Growth Rate out 
of (15) 

-0.342 0.032 -0.234 -10.617 0.000 0.408 2.452 

Supply Chain Risk (%) -0.385 0.042 -0.386 -9.263 0.000 0.114 8.757 
R2 0.805 

R2 (After adjustment) 0.802 
F 270.712*** 

***p < 0.001. 
 
According to the results of the data analysis in Table 6, the three variables with the largest absolute 

values of standardized regression coefficients are Order Fulfillment Rate (%) (0.429), Supply Chain 
Risk (%) (0.386) and Cost of Goods Sold (COGS) (0.304). The standardized regression coefficients of 
Order Fulfillment Rate and Cost of Goods Sold (COGS) are positive, while the standardized regression 
coefficient of Supply Chain Risk is negative. This indicates that Order Fulfillment Rate and Cost of 
Goods Sold (COGS) have a significant positive effect on Supplier Relationship while Supply Chain 
Risk has a significant negative effect on Supplier Relationship. Therefore, these three supply chain 
factors were identified as the main factors affecting Supplier Relationship Score. In order to improve 
the Supplier Relationship level of a company, companies should focus on improving Order Fulfillment 
Rate and Cost of Goods Sold (COGS) and reducing Supply Chain Risk. 
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4.  Conclusion 
This research aims to analyze the effects of various supply chain factors on operational efficiency, 
supply chain resilience, and supplier relationships through multiple linear regression on 999 cases of 
various companies’ supply chains. The findings of this research reveal that the variables that are critical 
to supply chain management affect the performance of firms in the supply chain.  

First, operational efficiency, transportation cost efficiency, delivery time, and supply chain 
integration level are the main factors in the supply chain process. The results indicate that the 
transportation cost efficiency, delivery time and supply chain integration level are all beneficial to the 
improvement of enterprises’ operational efficiency. Second, the factors that affect supply chain 
resilience include order fulfillment rate, transportation cost efficiency, and supply chain risk. The 
findings of the study indicate that the order fulfillment rate and transportation cost efficiency positively 
and significantly influence supply chain resilience, while the supply chain risk negatively influences 
supply chain resilience. Finally, the supplier relationship is influenced by the order fulfillment rate, cost 
of the goods sold, and supply chain risk. The result of the analysis implies that enhancing the order 
fulfillment rate, managing the cost of the goods sold, and lowering the supply chain risk are the key 
factors for enhancing the supplier relations. 

This study provides empirical evidence and specific suggestions on how enterprises can optimize 
supply chain management through statistical methods. Therefore, by increasing the transportation cost 
efficiency, delivery time, supply chain integration level, order fulfillment rate, cost of goods sold, and 
supply chain risk, companies can greatly increase their operational efficiency as well as supply chain 
resilience and supplier relationships. This makes it easier for enterprises to increase their 
competitiveness and achieve stable development in a competitive and constantly changing market 
environment. The results of this study are based on the current market and economic environment, and 
future changes in the market environment may affect the applicability of these findings. Therefore, it is 
suggested that future market trends and changes may further validate and expand the findings of this 
study. 
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