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Abstract: This paper focuses on the impact of customer churn on a company or organization 

and how to predict it. Customer churn refers to the loss of a company or organization's 

original customers, which can have a serious impact on a company's or organization's long-

term growth and profitability. Therefore, it is important for a company or organization to 

understand the causes of customer churn and how to predict it. This paper statistically 

analyzes the customer churn rate for each category and finds that the difference between the 

churn rate and the non-churn rate for category 2 is very significant. The results of these 

analyses can help companies or organizations to better understand customer churn and take 

appropriate measures to reduce it. To predict customer churn, this paper uses two common 

machine learning models - decision tree and random forest model for prediction. The results 

show that the prediction accuracy of decision tree is 99%, while logistic regression is 90%. 

This indicates that the decision tree model has better performance in predicting customer 

churn. However, this paper also points out that the prediction results of different models may 

be different, so when predicting customer churn, multiple models should be considered and 

analyzed in context. In conclusion, customer churn is a serious problem faced by companies 

or organizations. This paper introduces some useful analytical methods and prediction models 

that can help companies or organizations better understand customer churn and take 

appropriate measures to reduce customer churn, thus improving the long-term growth and 

profitability of the company or organization. 
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1. Introduction 

Customer churn is when a company or organization loses its original customers, which means that 

the customers no longer buy or use the company's or organization's products or services [1]. Customer 

churn is a serious problem for any company or organization because customer churn can lead to 

problems such as decreased sales, reduced market share, and tarnished brand image, which can affect 

the long-term growth and profitability of the company or organization [2,3]. 

Customer churn is usually due to various reasons such as poor product or service quality, high 

prices, poor customer service, and competitor's advantage [4]. Therefore, understanding the causes 

and patterns of customer churn can help a company or organization to take appropriate measures to 

reduce customer churn, increase customer loyalty and satisfaction, and thus increase sales and market 

share [5-7]. 
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Research on customer churn can help companies or organizations to understand customer needs 

and preferences, identify potential problems and opportunities, improve product or service quality, 

improve customer service, enhance brand image, etc. [8,9], so as to better satisfy customers' needs, 

improve customer loyalty and satisfaction, and increase the long-term profitability of the company or 

organization [10]. 

In this paper, we aim to solve the customer churn problem by segmenting customers using k-means 

clustering algorithm and building a classification model to predict the probability of customer churn. 

We use classification models to predict customer churn probability and analyze the causes and 

patterns of customer churn. Finally, we propose appropriate solutions and recommendations to reduce 

customer churn, increase customer loyalty and satisfaction, and thus increase the long-term 

profitability of the company or organization. The research results in this paper can provide an 

important reference and decision-making basis for companies or organizations to help them better 

meet customer needs and improve market competitiveness. 

2. Data set introduction 

The dataset of this paper is a private bank customer churn dataset that contains customer information 

of a virtual telecommunication company, including customers' personal information, service usage, 

and payment information. The dataset contains 7043 samples and each sample contains 21 features. 

Among them, 20 features are customers' personal information and service usage, such as customers' 

gender, age, whether they have a spouse, whether they have children, whether they use telephone 

service, whether they use internet service, etc. The last feature is whether the customer is churned or 

not, where 0 means the customer is not churned and 1 means the customer is churned. 

The purpose of this dataset is to analyze and model customer data to predict customer churn and 

provide appropriate solutions and recommendations to reduce churn, increase customer loyalty and 

satisfaction, and thus increase the long-term profitability of a company or organization. The dataset 

is a typical binary classification problem that can be modeled and predicted using various machine 

learning algorithms such as logistic regression, decision trees, random forests, and neural networks. 

Some of the data is shown in Figure 1. 

 

Figure 1: Data set introduction. 

(Photo credit: Original) 

3. Cluster analysis 

In this paper, we find the number of clusters based on the Elbow method, which is a commonly used 

cluster analysis method to determine the optimal number of clusters. In cluster analysis, the selection 

of the number of clusters is a very important issue, and choosing an inappropriate number of clusters 

will affect the accuracy and interpretability of the clustering results. Therefore, the Elbow method 
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can help us choose the best number of clusters in cluster analysis, so as to improve the accuracy and 

interpretability of cluster analysis. Specifically, the steps of Elbow method are to analyze the data by 

clustering, calculate the intra-cluster mean error (SSE) under different numbers of clusters, and then 

plot the relationship between the number of clusters and SSE. Then, we observe the SSE versus the 

number of clusters and find the inflection point where the SSE decreases slowly, which is the optimal 

number of clusters. It should be noted that the Elbow method is not an absolutely accurate method, 

so we need to combine the actual problem and experience to make a judgment when using it. At the 

same time, in practical applications, it can also be combined with other cluster analysis methods to 

determine the optimal number of clusters, such as profile coefficient and Gap statistic. In conclusion, 

Elbow method is a simple but effective cluster analysis method, which can help us to choose the best 

number of clusters in cluster analysis, so as to improve the accuracy and interpretability of cluster 

analysis, and the results are shown in Figure 2. 

 

Figure 2: Cluster analysis. 

(Photo credit: Original) 

From the above figure, it can be seen that 4 is the optimal number of clusters according to the 

Elbow method. 

The four groups are categorized according to whether the customers are churned or not, and the 

statistical results are shown in Figure 3: 
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Figure 3: Cluster analysis. 

(Photo credit: Original) 

As shown in the figure above, the difference between customers churned and customers not 

churned is insignificant on category 1, category 3 and category 4, while category 2 has a very 

significant difference between customers churned and customers not churned. 

Most of the customers of category 2 type are churned, as long as a very small number of customers 

are not churned. Importance statistics analysis of customer information for category 2 reveals some 

of the causes of customer churn, and the results of parameter importance statistics ranking are shown 

in Figure 4. 

 

Figure 4： Feature Importance Ranking. 

(Photo credit: Original) 

Proceedings of the 3rd International Conference on Business and Policy Studies
DOI: 10.54254/2754-1169/77/20241662

195



 

 

4. Cluster analysis 

Decision tree and logistic regression models are two classification models commonly used in machine 

learning. They are both supervised learning models that can be used for classification and regression 

problems. 

4.1. Decision Tree Model 

Decision tree model is a classification model based on a tree structure. It divides the dataset into many 

small subsets, each of which corresponds to a node of the tree. Each node of the decision tree 

represents a feature, each branch represents a value of that feature, and the leaf nodes represent the 

classification results. The decision tree generation process can be done using a greedy algorithm, i.e., 

the optimal feature is selected as a node for classification each time. The classification process of the 

decision tree starts from the root node and traverses downward layer by layer according to the values 

of the features until it reaches the leaf nodes. The advantages of the decision tree model are that it is 

easy to understand and interpret, can handle multiple classification problems, and is suitable for large-

scale datasets and high-dimensional datasets. In addition, decision trees can handle missing values 

and outliers and are robust. 

The disadvantage of decision tree models is that they are prone to overfitting, especially for 

complex datasets. For continuous variables, decision tree models require discretization, which may 

affect the performance of the model. In addition, the classification results of the decision tree model 

may be unstable because it is very sensitive to small changes in the input data. Application scenarios 

for decision tree models include medical diagnosis, financial risk assessment, customer categorization, 

and product recommendation. 

4.2. Logistic Regression Model 

Logistic regression model is a probability-based classification model. It maps the input data to a 

probability value that represents the probability that a sample belongs to a certain category. The basic 

idea of a logistic regression model is to perform a weighted summation of the input data and then 

map the result to the interval [0,1] through a nonlinear function (i.e., a sigmoid function). The 

classification results of the model are judged based on this probability value, and samples with a 

probability value greater than 0.5 are usually classified as positive cases, and samples with a 

probability value less than 0.5 are classified as negative cases. The advantages of the logistic 

regression model are that it is simple, easy to implement and interpret, and can handle both binary 

and multiple classification problems. In addition, logistic regression models are robust to outliers and 

noise. 

The disadvantage of logistic regression models is that they perform poorly for nonlinear problems. 

In addition, logistic regression models require feature engineering, i.e., preprocessing and feature 

selection of the input data, which may affect the performance of the model. Application scenarios for 

logistic regression models include credit assessment, disease diagnosis, and advertising click-through 

rate prediction. 

4.3. Comparison of Decision Tree Model and Logistic Regression Model 

Decision tree model and logistic regression model are both commonly used classification models, but 

their principles and application scenarios are different. The decision tree model is suitable for multi-

categorization problems, and can handle high dimensional and large-scale data sets, but it is easy to 

overfitting. The logistic regression model is suitable for binary and multiclassification problems, and 

has strong robustness to outliers and noise, but performs poorly for nonlinear problems. 
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In practical applications, we can choose the appropriate classification model according to the 

characteristics of the specific problem. If the dataset is more complex, there are multiple features and 

multiple categories, you can consider using a decision tree model. If the dataset is relatively simple, 

with only a small number of features and categories, we can consider using a logistic regression model. 

In addition, we can also combine other classification models, such as Support Vector Machines and 

Simple Bayes, to improve the accuracy and interpretability of classification. 

5. Result 

The training set, validation set and test set are divided according to 6:2:2, the training set is used to 

train the model, the validation set is used to validate the results of the training, and the test set is used 

for the testing of the model, and the results are shown in Table 1: 

Table 1: Model evaluation. 

Model Accuracy Balanced Accuracy ROC AUC F1 Score 

Decision Tree Classifier 0.99 0.99 0.99 0.99 

Logistic Regression 0.90 0.90 0.90 0.90 

 

From the results, it can be seen that decision tree predicts customer churn with 99% accuracy while 

logistic regression predicts customer churn with 90% accuracy. 

6. Conclusion 

Customer churn is when a company or organization loses its original customers, which means that 

the customers no longer buy or use the company's or organization's products or services. Customer 

churn is a serious problem for any company or organization because customer churn can lead to 

problems such as decreased sales, reduced market share, and damaged brand image, which can affect 

the long-term growth and profitability of the company or organization. 

Elbow method is a simple but effective cluster analysis method which can help us to choose the 

best number of clusters in cluster analysis so as to improve the accuracy and interpretability of cluster 

analysis, according to Elbow method, 4 is the best number of clusters. Statistical analysis of customer 

churn in each category reveals that the difference between customer churn and customer non-churn 

is not significant on category 1, category 3 and category 4, while category 2 has a very significant 

difference between customer churn and customer non-churn. 

Customer churn is predicted using decision tree and random forest models respectively. In this 

problem, the prediction accuracy of the decision tree is 99% while the logistic regression is 90%. 

Analyzing this result in terms of principle, this result may be due to a number of reasons. 

First, decision tree and logistic regression are two different classification algorithms with different 

principles and assumptions. Decision tree is a classification algorithm based on tree structure, which 

constructs a decision tree by dividing the data step by step. In prediction, based on the eigenvalues of 

the samples, judgment is made along the branches of the decision tree, and the classification result is 

finally obtained. And logistic regression is a classification algorithm based on probabilistic model, 

which obtains a logistic regression equation for predicting the classification results of new samples 

by modeling the relationship between sample features and target variables. 

Secondly, decision trees and logistic regression have different application scenarios. Decision trees 

are usually applicable in situations where there is a nonlinear relationship between features, uneven 

data distribution, and a small number of samples, while logistic regression is usually applicable in 

situations where there is a linear relationship between features, a more even data distribution, and a 
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large number of samples. Therefore, the prediction accuracy of decision trees and logistic regression 

may vary in different datasets and application scenarios. 

In addition, the prediction accuracy is also affected by many other factors, such as data quality, 

feature selection, and model parameters. In practical applications, we need to consider these factors 

comprehensively and choose the classification algorithms and models that are most suitable for the 

problem at hand. 

In conclusion, decision tree and logistic regression are two common classification algorithms with 

different principles and applicable scenarios, so their prediction accuracies may vary in different 

datasets and application scenarios. In practical applications, we need to choose the most suitable 

classification algorithms and models according to the characteristics of the problem and the data, and 

consider factors such as prediction accuracy, interpretability, and running time. 
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