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Abstract: The research investigates the effectiveness of the Random Forest Model in 

accurately capturing the volatility of American options, a critical aspect of financial market 

analysis. Making use of a comprehensive dataset consisting of various parameters such as 

option prices, strike values, volume, and open interest, the research conducts thorough pre-

processing tasks. This involves intricate procedures including feature engineering to extract 

meaningful predictors, handling of missing values, and ensuring uniform data standardization 

to facilitate model training. The study proceeds to train random forest models on the 

accurately processed dataset. Subsequently, the performance of these models is evaluated on 

a distinct test set to gauge their predictive capabilities accurately. The evaluation involves a 

comparative analysis between the Random Forest Model and a benchmark Linear Regression 

Model, employing widely accepted metrics like R2 and MAPE. The findings underscore the 

outstanding performance of the Random Forest Model, showing enhanced accuracy and 

significantly reduced errors compared to the linear regression counterpart, which means 

Random Forest Model performs better. Furthermore, the study explores deeper into dissecting 

the strengths and weaknesses inherent in the Random Forest Model, shedding light on its 

potential applications and limitations in real-world financial scenes. By elucidating these 

aspects, the research provides valuable insights for practitioners in the field of financial 

trading and risk management. These findings serve as a significant contribution towards 

addressing the myriad challenges encountered in financial markets, empowering stakeholders 

with enhanced decision-making capabilities and more robust risk management strategies. 
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1. Introduction 

The background of this research is the wide application of option deals in the financial market. This 

passage realized that the point from the previous work [1, 2]. It is crucial for risk management and 

price setting that predicts the change of option price by forecasting the implied volatilities of 

American options because it reflects the variation of market price whether it dilates or diminishes. As 

noticed, there are limitations when one uses traditional setting methods because of the complexity 

and uncertainty of options, traditional pricing models like the R language are arduous to accurately 

predicts option implied volatility in the previous work [3], so machine learning methods are needed 
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to improve the accuracy and robustness of prediction. This study will make use of the ability of 

machine learning models to predict the American implied volatilities based on an understanding of 

financial markets and confidence in machine learning techniques, which is enlightened by Culkin and 

Das [4]. By dealing with the enormous database and pre-process the dataset, the building an accurate 

prediction model, investors and traders like companies and enterprises can better attach importance 

to market expectations and risks, so as to make more informed investment decisions, profiting more 

and avoiding much loss.  

In the original work of [5], one can acknowledge that options are security that helps owners to 

have the right when trading a fixed number of specific ordinary shares at a fixed price to buy or sell 

at a specific stage or time rather than right now. Also, they put forward the model called Black-

Scholes to deal with the complicated model to forecasting the change of options and option pricing 

setting problems [6]. It indeed solved the problem of the necessity to use complicated model to help 

with option pricing matters rather than simple formula used now and enhanced the performance of 

the model. However, there are still some limitations with the models in previous study [7, 8]. First, it 

just can be applied in European options, not American options or any other complex types of options. 

What’s more, the Black-Sholes model is based on a polynomial growth model and assumes that the 

log return on stock prices is normally distributed and that stock prices vary continuously in continuous 

time. However, stock price changes in the actual market often do not conform to the normal 

distribution, and there are jump price changes, which may lead to the Black-Sholes model is not 

accurate enough to describe the market. Therefore, this study uses statistical metrics and machine 

learning model called random forest model and linear regression model to describe and run the results 

to forecast the variation of financial market, which are showed in methodology. 

2. Data and Method 

This study uses random forest model to predict implied volatility rate of American options for several 

reasons and use linear regression to verify the R-Squared and Mean Absolute Percentage Error. 

Random Forest Regressor is a kind of ensemble learning method, which consist of by scores of 

decision trees building multiple decision trees, selecting the features randomly and combining their 

results, the prediction performance and generalization ability of the model are enhanced [9, 10]. 

Random Forest Model can capture nonlinear relationship between option pricing and volatility rate 

of market effectively and performs well dealing with the database which have high complicated 

relation. Also, it can enhance the ability of nonlinear relationship modeling, resisting overfitting and 

feature importance evaluation, therefore it is adaptive to variations of models. Besides, it can handle 

a large number of input variables without feature scaling of data, and can automatically handle 

missing values. At the same time, Random Forests can provide feature importance assessments to 

help us understand how much each feature in the data influences the results. 

2.1. Data 

In this part, the main discussed topic is the data of implied volatility of American option from Option 

Flow in options in BarChart.com. X, the features is selected for several reasons. First, they should 

have a high correlation with target variable Y (American Implied Volatility) to have a better 

understand with the final prediction. Second, select the features which can be the factors to impact 

the volatility like option price, strike price, expiration time, volume, open interest and Delta value. 

Third, the features in the database are intact. Also, there won’t be a lot of errors to adapt to the models. 

Forth, these features are chosen by professional knowledge and experience before. Therefore, one 

selects some features to establish a predicting model for the implied volatility of American options 

(Y). For the train set and test set, one splits them into 80% of the data for train set and 20 % of the 
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data for test set, which ensures the distribution of the data is resemble to evaluate the model more 

accurate. Besides, in order to observing how many quantities of features is the best, this study uses 

Principal Component Analysis (PCA) to diminish the overlapping part of two different features and 

also reserve the most crucial information in the data. And to establish a stable model which owns 

generalization ability, one selects to use data flushing to deal with the noise, outlier, and missing 

value by integrating multi-tree to minish the variance of models effectively, self-sampling to decrease 

the overfitting risk and feature importance techniques to enhance the stability of models. Using this 

method, it indicates that having six components are the best number of the model, because the 

cumulative variance contribution rate is almost 100%. 

2.2. Models and Statistical Metrics 

This study uses two models to forecast the implied volatility of American options which are Random 

Forest Model and Linear regression Model. Within the models, Random Forest Model is mainly used 

to apply to de prediction of the option pricing, and Linear Regression Model is used as benchmark to 

verify the accuracy of the performance of Random Forest Model. Among the models, the equation of 

Linear Regression is: 

 �̂�=𝛽0 + 𝛽1𝑥1 + 𝛽2 𝑥2 + ⋯ + 𝛽𝑛𝑥𝑛        (1) 

Here, �̂� is the predicted value of the model, 𝛽0 is the intercept, 𝛽1, 𝛽2 , …𝛽𝑛 are the features 𝑥1, 

𝑥2,…, 𝑥𝑛s’ coefficient, 𝑥1 , 𝑥2,… , , 𝑥𝑛 are the features of model. Finally, one selects the error to 

verify if the model performs well by testing the R-squared, which is an excellent metric when 

measuring the regression model’s goodness of fit and Mean Absolute Percentage Error (MAPE), 

which is a fabulous metric to measure the accuracy of forecasting model. The formula of R-Squared 

is: 

 𝑅2=1−
∑ 𝑖(�̂�𝑖−𝑦𝑖)2

∑ (𝑦𝑖−𝑦𝑖)𝑛
𝑖=1

       (2) 

The formula of MAPE is: 

 MAPE=
100%

𝑛
∑ |

�̂�𝑖−𝑦𝑖

𝑦𝑖
|𝑛

𝑖=1       (3) 

3. Results and Discussion 

The results of the prediction of models are below. Throughout this process, one rinses and processes 

the data. Additionally, after generating the Figures of the final result by using default parameters, this 

study will evaluate the model and optimize it from several aspects which are acknowledged in method 

part. Finally, one finds the best parameters for the model and the data: the max depth of trees is 6, the 

best estimator is 100 and the minimum samples split is 2. Then, Fig. 1 illustrates the correlation 

between every feature and target (implied volatility of American options) when the parameters are 

default, which is called feature engineering part. Price~, Volume and Open Int columns have no 

conspicuous relationship with IV, and column Strike shows a nonlinear relation with IV. Expect from 

these, there seems to be a tendency for IV values to be more concentrated at maturities with shorter 

time to maturity (DTE), but more widely distributed at longer maturities. That’s a great percentage 

for these data to be used in the Random Forest Regressor to forecast. 

Then, Fig. 2 and Fig. 3 generate the prediction value and actual value, if the points are close even 

overlapping with the line, it means this is an accurate forecasting. Most of the points are close to the 
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diagonal line and just few of points are isolated compared to Linear Regression (like the two scores, 

their vertical distance of Predicted Implied Volatility is almost 150, which means the results (Actual 

Implied Volatility) by using Random Forest Regressor is more fabulous. For the same sample, the 

results in linear regression are worse because the points are more distant than what Random Forest 

Model runs, so by contrast the benchmark linear regression, one can easily find Random Forest Model 

is better predicted. 

 

Figure 1: Correlations between features and target (Picture credit: Original). 

 

Figure 2: Forecasting value by Random Forest (Picture credit: Original). 
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Figure 3: Forecasting value by Linear Regression (Picture credit: Original). 

 

Figure 4: Searching for the best parameters (Picture credit: Original). 

After having the basic default value of the prediction, the part moves to evaluate and optimize the 

model. Fig. 4 shows us the different distribution of the parameters by a 3-dimensional graph. X label 

represents the max depth, as the maximum depth increases, the complexity of the model increases. 

And Y label is min sample split, A higher value means that the tree will have fewer branches, while 

a lower value will increase the branches of the tree. Last, Z label symbols the number of estimators. 

The result shows the range between 10 and 100, which means that as the number of estimators rise, 
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it also dilates the complexity of the model but the same time increases models’ robustness. Combining 

with the graph on the right side, it is easily to notice the darker the color is, the less mean test score 

is. It is necessary to find out the darkest place, in other words, owns the best parameter combination. 

In the meanwhile, observe the graph on the left side, by selecting the several dark purple points to 

adjust the parameters, finding that the best parameter is (6, 2, 100).  

In Figure 5, it illustrates the relationship between predicted implied volatility and the actual IV 

and it is generated as a scatter plot to visualize. There are two groups of points in the plot and the blue 

points represent the true values and the red points represent the values predicted by the model. In the 

ideal case, the actual value and predicted value should be tightly spaced around a straight line. By 

using index as the subsequence, the prediction of every sample can be visualized clearly.  

 

Figure 5: Final Prediction (Picture credit: Original). 

Finally, the research uses 𝑅2 and MAPE to evaluate the performance of Random Forest Regressor 

and Linear Regression which is take as benchmark as presented in Table 1. As a result, 𝑅2 of Random 

Forest Model is 0.7796 and Linear Regression is 0.4613. Also, MAPE of Random Forest Model is 

0.2477 and Linear Regression is 0.4027. The more enormous 𝑅2 is (between 0 -1), the more accurate 

the model and the smaller the value of MAPE is, the more accurate the model is. Therefore, the 

prediction of Random Forest which is more accurate is suitable to forecast the options’ implied 

volatility. 

Table 1: Performances of different model. 

Model 𝑅2 MAPE 

Random Forest Regressor 0.7796 0.2477 

Linear Regression 0.4613 0.4027 

4. Conclusion 

Throughout the whole prediction process, Random Forest Model performs well when forecasting 

implied volatility of American options. Compared with the default value and graph, the Figure s and 

value after adjusting the parameter to the best ones indeed indicates better performance, which means 
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the model gains better prediction result. R2 of Random Forest on test set is 0.7796 and MAPE is 

0.2477, which are better than linear regression. Therefore, it shows that Random Forest Regressor 

can capture the implied volatility change rule of American option effectively. However,there are still 

some limitations of Random Forest Model. To start with, it is necessary to use scores of times to train 

and plenty of calculatable resources. Then, it may overfit the database, especially when there is just 

few of samples and high characteristic dimension. Expect from this, the model may be affected by 

noise and missing value, for example, if the data pre-processing (Data processing and cleaning 

process) is not prepared well, which leads that the database still contains missing value, the results 

will have no accuracy. In the future, one can take a look at other ensemble learning model like gradient 

lifting tree. To explore more and more different algorithms to promote the forecasting accuracy. 

What’s more, time series analysis and deep learning can also be applied to capture the dynamic feature 

to realize to grasp the dynamic prediction of American options. 
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