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Abstract: This paper is working to analyze the influence of COVID-19 on the medical 

industry in China’s stock market. Because the pandemic has influenced our society and 

development impressively, using statistical methods to analyze its influence is a necessary 

method to estimate the risk of investment. Some common statistic analyzing methods, the 

ARIMA model and GARCH model, will be used in this paper, and the data of the stock price 

of a medical manufacturing company Zhangzhou Pientzhng Phrmctcl Co Ltd during the 

COVID-19 is collected and introduced in the models. Meanwhile, machine learning is also 

implemented in the prediction and analysis of the data. The results of these two models both 

demonstrate the high volatility in the stock market under the influence of pandemic, which is 

meaningful for further research about the risks of future investment in medical industry of 

China’s stock market.  
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1. Introduction 

Since its emergence, the medical industry has been the backbone of a region and even a country, 

especially in the 21st century of China. The medical industry market has no doubt been promising 

and available for China in the past 20 years, however, because of the emergency of COVID 19, there 

emerged a lot of medical companies, which created a sudden flourishing in the stock market of the 

medical industry [1]. Moreover, the increase in people’s medical care is linked to their participation 

in the stock market, and the reason for this is mainly because of the progressing policies that ensure 

families decrease their spending on medical insurance, and as a result, allow people to be more 

confident on participation in invest in stock market [2].  

As the medical industry became more and more significant for people and the stock market in 

China, the pandemic COVID-19 offered more opportunities to this market. Allocated by the 

government, people received about 10 billion CNY (about 1.5 billion dollars) in public healthcare 
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service, and many medical companies were encouraged to invent new medicines, such as vaccines, 

with the assistance of new policies [3]. With more and more people focusing on the medical industry 

in the stock market, some companies have undergone a huge increase in their market capitalization, 

accompanied by their high liquidity [4]. However, these features reflected the competitive 

environment of China’s stock market in the medical industry, which led to the volatile stock prices 

[4]. Therefore, it is necessary to anticipate some investment risks, by using numerical models (based 

on historical data) to predict the stocks’ prices to help understand the market’s instability.  

The ARIMA (Autoregressive Integrated Moving Average) model, known in the forecasting 

numerical models and has been introduced in many stock market simulation cases, has also been 

analyzed and tested a lot for its accuracy [5] It displayed effective results in different types of time-

series data, including linear trend, seasonal, and periodic data. Moreover, the ARIMA model can 

provide forecasts of future values and can explain the confidence intervals of the forecasts [5] 

However, a single ARIMA model cannot meet the higher forecasting accuracy requirements, because 

it can only handle smaller forecasting periods, and the contribution of forecast errors to the results 

due to different decompositions of the time series has not yet been analyzed [6,7].  

The GARCH (Generalized Autoregressive Conditional Heteroskedasticity) model, introduced by 

Tim Bollerslev in 1986, can also provide forecasts of future volatility, explain the confidence intervals 

of the forecasts, and accommodate different types of volatility patterns; additionally, it includes 

autocorrelation and nonlinear relationships in volatility [8]. This is particularly useful in finance 

where volatility clustering is often observed, i.e., high volatility days tend to be followed by high 

volatility days and low volatility days tend to be followed by low volatility days. Nevertheless, there 

are also some drawbacks of the GARCH model: it can only capture changes in variance and cannot 

handle more complex patterns of volatility, such as long-term dependence and nonlinear relationships 

[9]. 

Thus, this paper is working to analyze the medical industry in the stock market by both the ARIMA 

model and the GARCH model, by comparing the accuracy of both models under the influence of 

COVID-19 to help forecast the stock market for the medical industry.  

2. Data Selection 

By using the ARIMA model and the ARCH model to analyze the medical industry in the stock market, 

this paper chooses a stock in the RMB Ordinary Shares(A-Shares), Zhangzhou Pientzhng Phrmctcl 

Co Ltd (Abbreviated as ZPPCL). This company owns one of the largest market values in the medical 

industry aspect of A-Shares, and it also maintains great liquidity. The simulation could reflect certain 

regularity features of the company, so this can help to understand the trend of the medical industry in 

the stock market. The two models introduced the close stock price and 149 data points, which is trade 

data, of these two stocks from Sep. 1st to Jul. 31st in 2023, and then simulated the stock value for each 

day in the next month. After that, it would be able to compare and analyze the prediction value and 

the actual stock price of these two companies in the stock market in August.  

3. ARIMA Model 

3.1. Definition of the ARIMA model 

As introduced in the last part, the ARIMA model is one of the effective time-series forecasting models. 

To understand the model, we can split the model into three parts: Autoregression (AR) is a model that 

shows a changing variable that is regressed on its own lagged or prior value; Integration (I): indicates 

the difference between the original observations to smooth the time series; and Moving Average 

(MA): Combines the dependence between observations and the residuals of a moving average model 
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applied to lagged observations [10]. Besides, for the ARIMA model, p, d, and q, are three major 

parameters that 

- p: the number of lagged observations in the model; also known as the lag order [10].  

- d: the number of times the original observations differ; also known as the variance [10].  

- q: the size of the moving average window; also known as the moving average order [10].  

- When combining each part from the ARIMA model, it comes out the Equation (1): 

∇𝑑𝑦𝑡 = 𝑐 + ∅1𝑦𝑡−1 + ⋯ + ∅𝑝𝑦𝑡−𝑝 + 𝜃1𝜖𝑡−1 + ⋯ + 𝜃𝑞𝜖𝑡−𝑞 + 𝜖𝑡                             (1) 

In Equation (1), ∇𝑑 represents the differencing steps applied d times to the data. The coefficients 

from ∅1  to ∅𝑝  are the coefficients of the AR model, and the coefficients from 𝜃1  to 𝜃𝑞  are the 

coefficients of the MA model. 𝑐 is a constant, and 𝜖𝑡 is the error term at time 𝑡.  

3.2. Simulation Method  

3.2.1. Augmented Dickey-Fuller Test 

The ARIMA model is a statistical model used to predict future values based on the autocorrelation 

present in historical data. It assumes that the future trend will follow the same pattern as the historical 

trend and requires that the time series is stationary [11]. Non-stationarity can lead to forecast errors 

and unstable parameter estimates, thus reducing the reliability of the forecast results. Therefore, it is 

important to determine whether the time series is stable or not, where the ADF test matters in the 

experiment that helps to determine whether the historical data is stable or not. There are two 

hypotheses for the ADF Test: One is the Null Hypothesis, in which the time series has a unit root, 

and thus it is non-stationary. The contrary one is the Alternative Hypothesis that the time series does 

not have a unit root, implying it is stationary. 

The test statistic in the ADF test compares the estimated coefficient of the lagged series in a 

regression model to its standard error. If the coefficient is significantly different from zero, the time 

series is likely stationary. While using the ADF test, it can check the data after using first-order 

differencing to decide whether is necessary to do second-order or higher-order differencing.   

3.2.2. Akaike Information Criterion Method 

The AIC is a measure used to compare and select models. In the context of time series forecasting 

and many other statistical modeling problems, the AIC provides a trade-off between the goodness-

of-fit of the model and the complexity of the model. The AIC penalizes the addition of extra 

parameters to prevent overfitting. Lower AIC values indicate a better-fitting model, but the real utility 

of AIC is in comparing different models. When deciding between multiple models, the one with the 

lowest AIC value is generally the best. 

 𝐴𝐼𝐶 = 2𝑘 − 2𝑙𝑛(𝐿)                                                            (2) 

In Equation (2), k is the number of parameters in the model and L is the likelihood of the model. 

Selecting the best parameters for an ARIMA model is a common practice, the model loops over 

potential values of p, d, and q, which is essentially a grid search. For each combination, calculate the 

AIC. Finally, the output will provide you with the combination of p, d, and q that produced the lowest 

AIC, which should be the best combination for modeling the series.  
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3.3. Analysis of the ARIMA model’s simulation 

3.3.1. Augmented Dickey-Fuller Test Analysis 

After the simulation of the ADF Test, there are some significant standards of statistical value in the 

method that can determine whether the stock data of the company is stationary. P-value, which checks 

the possibility of the observed data under the condition of the null hypothesis. In the simulation, the 

p-value equals to 0.1175, which is larger than 0.05. When the p-value is larger than 0.05, the 

experiment could reject the null hypothesis, which means the data is stationary. On the opposite, if it 

is less than 0.05, the data is likely to be non-stationary. In this case, the p-value demonstrates that the 

stock data of the company is not stationary.   

Critical value, for the boundary values at different significance levels, the ADF test compares the 

test’s statistic value to these critical values to determine whether the null hypothesis could be rejected 

or not. The test standard that the data performed and being calculated by the models is -2.491123. 

Table 1: Comparison of critical value and test standard for the ARIMA model 

Type of Critical Value Values Compare with the Test 

Standard 

Critical value 1% -3.457664 Less than -2.491123 

Critical value 5% -2.873559 Less than -2.491123 

Critical value 10% -2.573175 Less than -2.491123 

 

For each type of critical value, they are all less than the test standard, so this result can not reject 

the null hypothesis either, and so the data is non-stationary in this case.  

After these judgments of the stability of the data, the non-stationary state requires the data to be 

differenced to achieve a stationary state. The original data and the differenced data are measured in 

the figure 1 below:  

 

Figure 1: Original and differenced data for the stock price  

In the figure, it’s obvious that the amplitude of the orange line is much less than the blue line, 

which means the differenced data indeed transfer the data into the stationary state. Also, the original 

data does not show any features of seasonality or periodicity. In fact, the amplitude of data is not 

stationary and not uniformed distributed either.  
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3.3.2. Akaike Information Criterion Method Analysis 

To prevent the model from being excessively complex could causing overfitting problems, the 

experiment sets up 𝑝 ∈ [0,5] and 𝑞 ∈ [0,5]. After running the loop of each combination of p and q 

with the first differenced data, the best combination that outputs the lowest AIC is (𝑝, 𝑑, 𝑞) = (2,1,4). 

Autocorrelation and partial autocorrelation are fundamental concepts in time series analysis, 

especially when building time series forecasting models like ARIMA. Autocorrelation, also known 

as serial correlation or lagged correlation, measures the relationship between a variable's current value 

and its past values. ACF is a way to measure the linear relationship between an observation at time t 

and the observations at previous times (lags). It provides correlations for every lag (e.g., lag 1, lag 2, 

etc.). The autocorrelation function plot (often called the correlogram) displays the autocorrelation 

values for different lags. While autocorrelation measures the correlation between a variable and its 

lags, partial autocorrelation measures the correlation between a variable and its lag, controlling for 

the correlation with all shorter lags. The figure 2 below shows the ACF and PACF of the data:  

 

Figure 2: ACF and PACF of the ARIMA model 

In the figure above, 𝜙 is the value of the y-axis, and k is the x-axis, which represents the lag order. 

Since |𝜙|  < 1 (smoothness), the absolute value of the autocorrelation coefficient decreases 

exponentially as the lag length k grows. When |𝜙| > 0, the autocorrelation coefficients are all greater 

than 0. When |𝜙| < 0, the autocorrelation coefficients are positively and negatively staggered. When 
|𝜙| is near 1, the exponential decreases slowly, and when |𝜙| is far away from 1, the exponential 

decreases rapidly. Therefore, when |𝜙|  is near 1, the strong correlation will last for many periods. If 

𝜙 > 0, the series will be relatively smooth (and may even look like it is trending), and if 𝜙 < 0, the 

series will be jagged. 
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3.3.3. Prediction with machine learning of ARIMA model 

 

Figure 3: Stock Close Price from 09/2022 to 07/2023 of ZPPCL 

Machine learning is a subset of artificial intelligence that focuses on the development of algorithms 

and statistical models that enable computers to perform a task without using explicit instructions [12]. 

Instead, they rely on patterns and inference. In other words, it's about creating algorithms that allow 

computers to learn from and make decisions based on data. The training set of this model introduced 

the data from 09/01/2022 to 07/31/2023 to predict the data for the next month and compare it with 

the actual data (from 08/01/2023 to 09/01/2023).  

 

 

Figure 4: First- and Second-order difference for the original stock close price data 

The figure 4 above is the first-order difference and second-order difference. The first-order 

difference is using each data point in the data to subtract the previous one to obtain a new data set. 

Second-order difference is performing a difference operation on a sequence of first-order differences, 

then, subtracting the previous data point from each data point in the sequence of first-order differences. 

By implementing these two operations, the data set can become more stationary and be able to come 

out with a better simulation result. Before using difference, the ADF method is always introduced to 

determine how many orders the data set needs to achieve a stationary state. Because the second-order 

differenced data is more uniform than the first-order differenced data, it is better to use the second-

order data for simulation.  
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After conducting the AIC method and determining that the (𝑝, 𝑑, 𝑞) equals (2,1,4), the simulation 

produced the result and compared the prediction with the actual value.  

 

Figure 5: Prediction value and Actual value 

The figure 5 shows that the prediction is not satisfactory, because it does not fit with the actual 

value well. However, the result has a certain reference value. The value of prediction reflects the 

average of the actual value to some degree.  

4. GARCH Model  

4.1. Definition of the GARCH model 

In many financial time series, even though returns might be unpredictable (i.e., have a mean that 

doesn't change over time), the variance or volatility of returns can change. Periods of increased 

volatility tend to be followed by more periods of increased volatility, and similarly for decreased 

volatility. The GARCH models aim to capture this clustering of volatility. The mathematical form of 

a GARCH (𝑝, 𝑞) model is: 

𝑟𝑡 = 𝜇 + 𝜖𝑡                                                                   (3) 

In Equation (3), 𝑟𝑡 is the return at time 𝑡, and 𝜇 is the mean of the return series. 𝜖𝑡 is the innovation 

or at time t, which is modeled as: 

𝜖𝑡 = 𝜎𝑡𝑧𝑡                                                                    (4) 

𝑧𝑡 is a white noise error term mean and unit variance, and 𝜎𝑡 is the conditional standard deviation 

of 𝜖𝑡. The GARCH (p, q) variance equation is: 

𝜎𝑡
2 = 𝛼0 + ∑𝑖=1

𝑝 𝛼𝑖𝜖𝑡−𝑖
2 + ∑𝑗=1

𝑞 𝛽𝑖𝜎𝑡−𝑗
2                                               (5) 

In Equation (4), 𝑝 is the order of the GARCH terms (lagged variances). 𝑞 is the order of the ARCH 

terms (lagged squared innovations). 𝛼0 is a constant term. 𝛼𝑖 are coefficients for the ARCH terms. 𝛽𝑗 

are coefficients for the GARCH terms. The intuition behind the model is that the variance of the series 

at any given point in time is a function of past squared returns (ARCH terms) and past variances 

(GARCH terms), and this enables the model to capture volatility clustering. 
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4.2. Analysis of the GARCH model’s simulation 

4.2.1. Augmented Dickey-Fuller Test Analysis 

Similar to the ADF test in the ARIMA model, the GARCH model also introduced the same method 

to judge whether the data is stationary or not. However, the data that is analyzed is different, it 

introduced the percent of the change between the current date’s close price and the previous one. 

According to the result, the test standard of this data set is -5.502986. The p-value is 2.0514 × 10
−6

, 

which is way less than 0.05, so this data set could be stationary. 

Table 2: Comparison of critical value and test standard for the GARCH model 

Type of Critical Value Values Compare with Test Standard 

Critical value 1% -3.458855 Greater than -5.502986 

Critical value 5% -2.874080 Greater than -5.502986 

Critical value 10% -2.573453 Greater than -5.502986 

 

For each type of critical value, they are all greater than the test standard, so this result can indeed 

reject the null hypothesis. Thus, the data is stationary in this case.  

After that, it built a simple ARCH model, but the result shows that the simple ARCH model is not 

enough for our requirements. Therefore, it requires optimization of the model, and it comes out 𝑝 and 

𝑞 values. To prevent complex calculation cost, the p and q value is defined in the interval of [1,5], 

and the best combination in this interval is (𝑝, 𝑞) equals to (3, 3).  

4.2.2. Hedgehog plot 

Hedgehog Plot, a visualization tool that helps understand conditional heteroskedasticity in GARCH 

models, is measured in the figure 6 below:  

 

Figure 6: Hedgehog plot for the volatility of the GARCH model 

In a hedgehog plot, there are usually two lines, one showing the estimate of the conditional 

variance and the other showing the standard deviation of the conditional variance. The changes in 

these two lines show how volatility changes in the time series. Typically, you will see that the 

conditional variance estimate is higher in some periods and lower in others, reflecting volatility and 

non-stationary in the time series. In the figure, it reflects that from Sept. to Nov. in 2022 and from 

May to Jun. in 2023, the volatility is relatively high. 

Proceedings of the 3rd International Conference on Financial Technology and Business Analysis
DOI: 10.54254/2754-1169/89/20231441

111



4.2.3. Prediction with machine learning of the GARCH model 

After selecting the optimized model and analyzing the volatility, it is practical to use the model to 

implement prediction. The prediction and actual value is shown in Figure 7 below:  

 

Figure 7: Prediction and actual value  

In Figure 7., the prediction value and actual value have some similarities, but the absolute 

difference is relatively high. Thus, it is still necessary to refine the model.  

This chart plots a graph containing line and scatter plots to visualize return data versus VaR (value 

at risk). The different colored scatters represent different scenarios: black represents a VaR that 

exceeds 5%, red represents a VaR that exceeds 1%, and purple represents not exceeding either risk 

level. This helps to visualize and understand the relationship between return and risk. What the model 

founds: 

 

Figure 8: Parametric VaR for risk of trading stock 

According to the figure 8, it found that most of the data points is “black”, which means the risk of 

this model is high. Thus, it is not safe to trade in this situation.  

5. Conclusion 

In the analysis of the company ZPPCL, two types of models are introduced in the stock price 

simulation. The data that is selected from Sept. 2022 to Jul. 2023 is non-stationary of its stock close 

price, but the volatility is stationary. For the simulation and analysis of the ARIMA model, it found 

that the comparison of prediction and actual value is not satisfactory. Same in the GARCH model, 

the simulation also does not output an effective predicting model. Through both methods, it reflects 

that both models cannot effectively predict the ZPPCL in the stock market under the influence of 

COVID-19. During the research, there were some problems: firstly, there is only one stock included, 

which means the training data is relatively not enough; secondly, in our training set, the model over-

trained the data, and meanwhile, in our simulation of the ARIMA model and GARCH model, the 

interval of p and q is limited under 5 (the actual best choice could be larger than 5). Therefore, some 
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ways can improve the simulation: 1. Selecting more stocks and lengthen the time of selecting data; 2. 

Choose more complex models other than the ARIMA and GARCH model (using the method of deep 

learning to develop new models); 3. Analyzing the industry rotation to analyze some other factor’s 

contribution.  

At least, the results of the simulation, it proves that the simple case of these two time-series 

forecasting models could not simulate a fitting prediction of this stock. In this case, it represents that 

the factors that affect the stock close price could be some other factors, including political factors. 

China's desegregation of outbreaks in 2023 may also be a key factor in forecast accuracy. Anyway, 

under the influence of COVID-19, the medical industry in China’s stock market has high volatility 

and not easily be able to predict. Thus, the risk of trading the stock is also relatively high.  
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