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Abstract: How to accurately predict stock prices is a persistent problem in the financial realm. 

According to behavioral economics, human actions in the stock market tend to be irrational, 

emotional, and easily misled. In such context, this papers approach involves adopting various 

sentiment analysis models in subsequent sections of the paper, which aims to synthesize a 

precise methodology for forecasting stock prices aligned with the available data, namely 

structured technical analysis, while considering and quantifying investor sentiment, namely 

unstructured fundamental analysis. This work points out that by adopting sentiment analysis 

using the VADER and FinBERT models separately, there are accuracy improvements in both 

integration of VADER or FinBERT and transactional data compared with merely doing stock 

price prediction by forecasting using historical data alone. This outcome resemble an valuable 

proposition of modeling and prediction on irrational human behavior. Nevertheless, this paper 

provides insights on future possible enhancements in this area, which analyzing additional 

emotional dimensions in textual data and recognizing the multifaceted nature of human 

emotions is needed. 

Keywords: sentiment analysis, stock prediction, BERT, Valence Aware Dictionary and 

Sentiment Reasoning (VADER), LSTM neural network 

1. Introduction 

According to Shiller [1], the concept of behavioral finance encompasses the field of finance from a 

more comprehensive social science standpoint, incorporating disciplines such as psychology and 

sociology. One of the primary features of behavioral finance is its divergence from the efficient 

markets theory. The efficient markets hypothesis posits that investors behave rationally [2], while 

behavioral finance contends that investors do not always exhibit rationality and seek to elucidate their 

behavior through psychological and social lenses. Among the diverse range of concepts explored in 
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the field of behavioral finance, a specific concept has attracted considerable interest: the relationship 

between investor sentiment and stock market dynamics [3]. 

1.1. Literature Review 

Findings of studies in the economics and finance realm suggest that investor sentiment significantly 

impacts stock market activity. Other than indicating a positive outlook, the introduction of investor 

sentiment as an analytical indicator can lead to negative status quo conclusions such as misplaced 

expectations of stock value and noise trading [4]. Moreover, the analysis of investor sentiment by 

Yang and Zhou can provide insights into various anomalies in the stock market, including over and 

under-reaction to market price, which leads to inefficient investor behavior, such as dump stocks and 

limited arbitrage [5]. Hence, it can be observed from empirical research that there is a correlation 

between investor attitude and various actions examined in behavioral finance, as well as market 

anomalies. It is noteworthy that sentiment expressed on social networks could also serve as a robust 

predictor of stock market activity. This integration and analysis of social media sentiment would 

establish a potentially powerful correlation between the influence of daily social media use and stock 

prices using data analysis, presenting an effective and prospective methodology for comprehending 

the connection between expression on modern virtual networks and classic financial notions. 

Makrehchi et al. have demonstrated that social network sentiment can forecast fluctuations in stock 

prices [6]. The utilization of social media sentiment has been identified as a potential risk factor within 

asset pricing frameworks in some studies [7]. Nevertheless, the absence of a universally accepted 

method for quantifying emotion in microblogging remains challenging. Some research focused on 

assessing the cumulative sentiment expressed in Twitter messages. In contrast, Logunov and 

Panchenko conducted a separate study but did not find any significant influence of their emoticon-

based index on stock returns as derived from Twitter messages [8]. Due to the potential debate about 

the method of quantifying microblogging emotion, the sentiment analysis of the combination of news 

and opinions, instead of microblogging, would be used to construct the model used in this paper. The 

method reviewed and the related works will be discussed below. 

1.2. Method Review 

In the last few years, deep learning has become an important tool in prediction and recognition. This 

section describes research related to stock price prediction using LSTM networks, as well as 

sentiment analysis conducted with models such as BERT. Li et al. conducted a study on the Chinese 

stock market's investor sentiment forecast capability [9]. They utilized user-generated online content 

to assess sentiment levels and explored a range of text classification methods, price prediction models, 

varying time frames, and information update mechanisms for this purpose. Sousa et al. have shown 

that BERT outperforms both convolutional neural networks by 8.6% [10]. Economic news sentiment 

analysis is used to measure the decline or rise of a day. The proposed approach attained a prediction 

accuracy of 69% for fluctuations in the stock market. Wu et al. introduced an innovative variant of 

LSTM models [11], termed the S_I_LSTM model. Their research focused on examining the impact 

of both conventional data sources, like market pricing and technical indicators, and unconventional 

data sources, such as financial blogs, on predicting stock prices. Additionally, they explored the 

influence of the technology index on stock price forecasting. Prior research has used historical stock 

price data to predict stock price, with good results. However, some studies show that emotions 

conveyed by news are also an important factor affecting stock prices. Extensive literature research 

has revealed a notable gap in the combination of historical stock price analysis and sentiment analysis 

through deep learning models, an area that presents an opportunity for academic contribution. This 
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innovative aspect of this paper is dedicated to making stock price forecasting more accurate by using 

the analyzed sentiment as a parameter for stock price forecasting. 

2. Applying Deep Learning Models 

2.1. LSTM network 

The LSTM (Long Short-Term Memory) network, a derivative of the RNN (Recurrent Neural 

Network), enhances the long-term memory capabilities of RNN and effectively addresses the 

vanishing gradient issue. This LSTM neural network is adept at learning and determining whether to 

use an output in the subsequent iteration. The basic flow of each LSTM memory block could be 

briefly introduced by Figure 1. And because of the retention of important information, this paper 

provides a good reference for the establishment of the prediction model of this research.    

 

Figure 1: Illustration of the Structure of a Single LSTM Layer. 

2.2. BERT model 

The BERT (Bidirectional Encoder Representations from Transformers) model is a sophisticated deep-

learning framework [12], consisting of multiple layers of bidirectional transformer encoders. Unlike 

traditional models that utilize a combination of encoder and decoder, BERT exclusively leverages the 

encoder component of the transformer architecture. Illustrated in Figure 2, this model represents a 

significant evolution from previous methods like word2vec, which assigned a constant vector to a 

word regardless of its contextual use. BERT, through its multi-layer bidirectional transformer encoder, 

assigns varying vectors to a word, adapting to its specific contextual environment. In essence, BERT 

excels in generating contextually nuanced word vectors, enhancing the accuracy of word 

representation in NLP applications. 

 

Figure 2: Illustration of the Structure of BERT Model. 
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3. Data Overview 

Overall, two datasets were selected. There is one dataset from Kaggle named ‘Yahoo Stock Prediction 

by News’, which contains 15974 pieces of data.  One column that requires extra attention is the 

‘content’ column, which has removed punctuations in the original data. This column would be treated 

as the data input for paper’s following sentiment analysis. Table 1 illustrates the data acquired from 

the Kaggle dataset, starting on July 23, 2012, and ending on January 27, 2020, totaling 15,974 items. 

This table includes stock ticker, date and category of the information released, title of the texts and 

the specific content.   

Table 1: Dataset From Kaggle, sentiment texts related to Apple Inc. on a specific date. 

Name Description Example 

Ticker The stock 

symbol of the 

company 

AAPL 

Date The date of 

information 

release in 

yyyy/mm/dd 

2020/1/27 

Category Whether this 

information 

belongs to 

opinions or 

news 

opinion 

Title The title of 

the news or 

opinion texts 

Tech Daily 

Content The specific 

news or 

opinions 

tokenized 

context 

included the 

dataset 

The top stories 

in this digest are 

Intel's NYSE T 

earnings 

Netflix's 

NASDAQ 

NFLX surging 

share price...  

Table 2: Dataset From Yahoo_Finance, historical information about Apple Inc. 

Name Description Example 

Date The date for stock 

price, in 

yyyy/mm/dd 

2020/1/27 

 

 

Proceedings of  the 2nd International  Conference on Management Research and Economic Development 
DOI:  10.54254/2754-1169/100/20240812 

93 



 

 

Table 2: (continued) 

Open The open price of 

the Apple Stock 

on the date of 

extracted 

information  

77.51 

High The highest price 

reached on the 

date of extracted 

information 

77.94 

Low The lowest price 

reached on the 

date of extracted 

information 

76.22 

Close The open price of 

the Apple Stock 

on the date of 

extracted 

information 

77.24 

Adj 

Close 

The close price 

adjusted 

according to 

specific company 

actions like new 

offerings, or 

dividends paid 

75.25 

Volume The volume 

quantifies the 

total amount of 

shares transacted 

in a stock 

161,940,00

0 

 

Secondly, the Apple stock price data from Yahoo Finance's official website was adopted in Table 

2, including the opening price, closing price, adjusted close price, high price, low price, and volume 

with detailed explanations and examples. Figure 3 is the graph plotted using the actual AAPL 

historical data from Yahoo Finance. With date on the x-axis and open price($, dollar) on y-axis, it 

demonstrates how stock prices have changed over the past decade.   
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Figure 3: Illustration of the AAPL Stock Open Price Over Time from Yahoo Finance. 

4. Methodology 

4.1. System Architecture  

In this section, an attempt will be proposed in this work to analyze emotions conveyed by news 

releases and opinions as a basis for analysis. Through illustration in figure 4, searches of news and 

opinion texts from Kaggle were carried to go through sentiment analysis with two models, VADER 

and FinBERT. Both models give the probability that the sentiment implied by the input text is positive, 

negative, or neutral. However, exclusion of neutral results was taken to make the conclusions more 

constructive and illuminating. Historical information on stocks from Yahoo Finance were also 

obtained and merged into a new dataset, followed by stock prediction using the LSTM neutral model. 

The final dataset is 9 dimensions of data, with 2 dimensions from news sentiment analysis, 2 

dimensions from opinion sentiment analysis, and the left 5 dimensions from historical stock prices. 

The LSTM neural model would be used for stock price prediction on the original 5-dimensional data 

and the new 9-dimensional data. Then their respective results would be compared.  

 

Figure 4: The basic system architecture using a lane diagram. 
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4.2. STEP 1: Sentiment Analysis 

The overview of the sentiment analysis process is shown in Figure 5. The procedure for one piece of 

news and one piece of opinion would be used as examples to demonstrate how NLTK-VADER and 

the FinBERT model treat the original data differently in this work.   

 

Figure 5: Text sentiment recognition process of texts from news and opinions. 

4.2.1. VADER 

Cleaning up unnecessary and potentially interfering items in the collected text is a critical step in 

ensuring reliable results. The first step is to restore common words, such as the abbreviations of is 

and not. Since the text of the dataset is tokenized, there is no need to do word segmentation. When 

utilizing VADER (Valence Aware Dictionary for Sentiment Reasoning) [13], which conducts 

sentiment analysis that focuses on words, numerical values are restored as the results. Stopwords 

specific to the language are retrieved using NLTK and subsequently eliminated. Simultaneously, the 

parts of speech and morphology of words are extracted to ensure that the words are precise. 

VADER operates as a rule-based sentiment analysis tool, where terms are systematically 

categorized based on their semantic orientation, typically classifying them as either positive or 

negative. VADER model is used to predict the emotion of content.  

                                                                       𝑃𝑝𝑜𝑠 =  
1

𝑛
∑ 𝑃𝑝𝑜𝑠𝑖

𝑛

𝑖=1

                                                                      (1) 

                                                                        𝑃𝑛𝑒𝑔 =  
1

𝑛
∑ 𝑃𝑛𝑒𝑔𝑖

𝑛

𝑖=1

                                                                    (2) 

For any content, there will be four output results after VADER’s analysis, which are "pos", "neg", 

"neu" and "compound". Taking opinions as an example, the Eqs. (1) and (2) will be used, averaging 

all the opinion results of the day to get the final result columns P_opinion_pos and P_opinion_neg. 

And apply the same method to the news. The four columns P_news_pos, P_news_neg, P_opinion_pos, 

and P_opinion_neg are the results that will be used as new features for sentiment inputs for the stock 

price prediction.   
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4.2.2. FinBERT 

FinBERT (BERT for Financial Text Mining) is the second model utilized for sentiment analysis. The 

inputs are the preprocessed news and opinions tokens. This transforms unstructured natural language 

text into structured numerical data. VADER is a method based on predefined dictionaries, while 

FinBERT is a variant of the BERT model [14]. FinBERT is a pre-trained model on financial texts 

with a corpus of 4.9B tokens, which performs better in understanding financial natural language. 

Specifically, based on the FinBERT model, a fine-tuned version is used [15], which was adjusted for 

downstream tasks of financial sentiment analysis and showed promising performance. It generates 

sentiment labels as well as probability; and here, only sentiment labels were considered. In contrast, 

the VADER model generates some probabilities rather than explicit labels, therefore handling results 

from various models requires different approaches.   

𝑃𝑝𝑜𝑠 =  
𝑁𝑝𝑜𝑠

𝑁𝑡𝑜𝑡𝑎𝑙
                                                               (3) 

𝑃𝑛𝑒𝑔 =  
𝑁𝑛𝑒𝑔

𝑁𝑡𝑜𝑡𝑎𝑙
                                                                (4) 

The texts in the dataset are divided into two categories: news and opinions. There are often multiple 

news or opinion texts within one day. It is necessary to process multiple text analysis results further, 

which is critical for constructing new feature columns reflecting overall market sentiments that day. 

Take news pieces as an example. When processing news text, Eqs. (3) and (4) were applied to 

calculate the proportion of positive- or negative-sentiment texts that day where Ppos , in the formula, 

represents the ratio of positive texts(Npos) to total number(Ntotal), while Pneg stands for negative 

ones(Nneg)'s share in Ntotal. Similar calculation methods were also applied to opinions. As previously 

mentioned, the sentiment analysis approach based on FinBERT adopts a ternary classification 

(positive-neutral-negative) for single-text content categorization. Subsequently, by applying Eqs (3) 

and (4) and calculating daily proportions occupied by both texts (news and opinions), we're able to 

generate a brand-new dataset. In this dataset, every entry carries consolidated information collected 

throughout each day, including trading data plus four new features reflecting sentiment analysis 

results.  

4.3. STEP 2: Stock prediction by Implementing LSTM 

 

Figure 6: The data flow of our stock price prediction method which integrates historical stock 

transaction data with sentiment ratios from news and opinions. 
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Figure 6 shows the procedure of the combination of emotional data from news and opinions with 

historical data from the five dimensions of opening, closing, highest, lowest, and trading volume over 

the chosen timing window. This 9-dimensional data is used as the input feature of the LSTM network 

to predict the stock price.  

5. Experiment and Result 

5.1. Experimental Methodology 

Based on the methodologies discussed above, experiments are conducted by performing sentiment 

analysis on news and opinions using VADER and FinBERT. These sentiment analysis results were 

then combined with historical stock trading data to form input feature vectors. This work aimed to 

assess whether this approach could achieve better outcomes than solely relying on technical analysis 

using trading data. The two sentiment analysis methods, VADER and FinBERT, have been 

previously detailed. For the LSTM-based stock price prediction, a network is utilized with four LSTM 

layers, each with a hidden size of 100, and incorporated a dropout rate of 0.2 to reduce overfitting. 

The adopted model was trained for 50 epochs using the aforementioned dataset, and the best-

performing model on the validation set during training was saved as the optimal model for subsequent 

testing. 

5.2. Result of Sentiment Analysis 

As the first step of the experiment, the sentiment analysis outcomes from VADER and FinBert 

methodologies were gathered for a five-day testing dataset. Utilizing a heatmap, as demonstrated 

through figure 7, 8, 9, 10, each map has varying magnitudes of values which were correlated with 

distinct color shades. The prevailing observation from both models’ analysis is the predominance of 

positive sentiment inclinations within the populace. Differences should also be noted. From the aspect 

of outcomes, FinBERT's text analysis performs better and is more hierarchical.   

 

Figure 7: News Sentiment Analysis Result by FinBERT. 
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Figure 8: Opinion Sentiment Analysis Result by FinBERT. 

 

Figure 9: News Sentiment Analysis Result by VADER. 

 

Figure 10: Opinion Sentiment Analysis Result by VADER. 

The VADER-based method uses rather coarse processing, which allows a large portion of the text 

to be estimated likely as neutral, implying that the sentiment analysis parameters are rather insensitive 

to the extent that sentiment cannot be judged properly in many cases. However, in terms of the 
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remaining valid analysis results, it converges with FinBERT's view that the market reaction on those 

days was largely optimistic. According to the characteristics of FinBERT, the positive and negative 

sentiment of the day will be clear as a result in the following cases: Firstly, some days have only news 

but no opinion. If so, the news will be counted normally, and opinion_pos and opinion_neg will 

automatically become NaN, which would be set to zero manually. Secondly, some days have very 

little news and opinion, so FinBERT would likely determine them to be neutral, and then positive and 

negative will be counted as 0 automatically.  

5.3. Result of Stock Price Prediction 

To estimate the error between the predicted and true values, RMSE were used to calculate the error 

between the actual value and predicted value, the smaller it is, the more accurate the prediction. The 

calculation formula for RMSE is as follows. 

RMSE =  √∑
(ŷi − yi)2

n

n

i=1

                                                                  (5) 

Once the values are obtained, the next step is to plot a line graph of the actual stock opening price 

and the predicted value over a period to visualize the predictive performance of the model. Outcomes 

are specifically demonstrated in the figures. Note that figure 11 demonstrates a strong alignment 

between the train loss and validation loss, indicating a favourable fit in this model. This alignment 

further supports later predictive analysis. In the subsequent illustrations, the alteration of distinct 

inputs yielded diverse outcomes. Figure 12 shows the results obtained from using unprocessed input 

consisting of only stock history data, which yielded a RMSE of 0.9793. When employing sentiment 

analysis from FinBert and VADER on figure 13 and 14, it became evident that the RMSE decreased 

and the consistency between the predicted and actual outcomes improved.  

 

Figure 11: Train Loss and Validation Loss. 
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Figure 12: Prediction by Solely Historical Transaction Information (5-dimensional input features, 

Test RMSE: 0.9793). 

 

Figure 13: Prediction by sentiment-historical trading mixed information based on FinBERT (9-

dimensional input features, Test RMSE: 0.7546). 

 

Figure 14: Prediction by sentiment-historical trading mixed information based on VADER (9-

dimensional input features, Test RMSE: 0.7899). 
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The experimental results are summarized in Figure 15. Based on the findings, the method relying 

solely on historical transaction information demonstrated the highest Root Mean Square Error (RMSE) 

among the three evaluated approaches. This method was established as a baseline for comparison 

with methods incorporating sentiment analysis. The approach combining FinBERT sentiment 

analysis with historical trading data exhibited the smallest RMSE, indicating an improvement of 

22.94% compared to the method using only historical transaction information. The method 

integrating VADER sentiment analysis with historical trading data ranked second with a relatively 

higher RMSE, yet still represented a 19.34% enhancement over the baseline. 

 

Figure 15: RMSE Inaccuracies Results for Different Methods. 

6. Conclusion  

The formentioned experimental findings indicate that both VADER and FinBERT have their own 

advantages in real-life applications. The rule-based VADER employs a user-friendly and training-

free methodology to produce commendable outcomes while minimizing computational expenses. On 

the other hand, the FinBERT model, which is built on the Transformer architecture, effectively 

captures the underlying market dynamics present in texts through pre-training and fine-tuning on 

enormous datasets. The methodology of this paper revolves around analyzing shifts in traders' 

sentiment by interpreting internet news and opinionated material using VADER and FinBERT. And 

the results were promising and supported some valuable insights into the predictability of the stock 

market through analyzing market ‘mood’. This technique would possess distinctive relevance in the 

swiftly changing realm of business.  

The lesson taught by the data collection part is that to enhance stock price accuracy, employing 

two separate datasets for sentiment texts and historical stock prices could be advantageous. Sentiment 

text is the unstructured data used for the fundamental analysis mentioned above, and historical price 

information is the structured data applied for the technical analysis. The integration of these two 

analyses did great work in capturing market dynamics. For future improvement in the data, more 

preprocessing methods would be needed to improve the accuracy of prediction. Like applying 

ARIMA on stock prices to extract higher-dimensional information or other models doing 

preprocessing on sentiment texts to improve accuracy.  

Then following the sentiment analysis, FinBERT, being a pre-trained model, could perform better 

if fine-tuned the model parameters specifically for the targeted datasets. Nevertheless, the experiment 

refrained from fine-tuning the model in this project due to the disproportionate correlation between 

the complexity of the task required and the marginal enhancement in the outcomes. This serves as a 
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mere reminder for forthcoming works that are connected.   In addition, adopting more sophisticated 

sentiment analysis techniques and approaches other than VADER and FinBERT might enhance the 

accuracy of capturing market sentiment reactions. In this project, sentiments are categorized as 

positive, negative, and neutral; nevertheless, human emotions are complex and multifaceted.  Future 

research could benefit from analyzing additional emotional facets embedded in sentences.  
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