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Abstract: Robo-advisors have emerged as a significant innovation in investment management, 

offering automated financial advice to investors. However, user acceptance remains a 

challenge, particularly among those with limited investment experience. This paper explores 

the potential of large language models (LLMs) to enhance the interaction attributes of robo-

advisor products and increase acceptance among novice investors. The study contributes to 

the existing literature by exploring the application of LLMs in robo-advisors, supplementing 

the exploration of interaction design, and systematically reviewing the service processes of 

current robo-advisor products. Findings suggest that existing robo-advisor products have 

room for improvement in interaction attributes and algorithmic mechanisms. Through 

theoretical exploration, this paper proposes methods for optimizing robo-advisor products by 

integrating LLMs. In conclusion, this research lays the groundwork for designing robo-

advisor products with integrated LLM functionality, offering theoretical references for 

practitioners and researchers in financial technology. Future research directions include 

exploring user expectations and conducting controlled experiments to analyze the impact of 

LLM integration on user decisions. 
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1. Introduction 

In the rapidly evolving landscape of financial technology, robo-advisors have emerged as a prominent 

innovation in investment management. Robo-advisors, also known as automated investment 

platforms or digital advisors, are mechanized platforms that use automated algorithms to provide 

financial advice, such as personalized investment portfolio recommendations and asset management 

services, to investors [1]. 

The development of robo-advisors stems from the challenges and imperfections of traditional 

investment advisory models [2]. Historically, investors often sought the assistance of professional 

financial advisors to help them devise investment strategies and manage their assets. However, 

traditional advisory services often come with high fees since they are generally provided by senior 

financial professionals [3] and are constrained by factors such as time and the trust relationship 

between investors and financial specialists [2,4], making it difficult to provide personalized services 
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to many investors. The issues can be improved through the application of robo-advisors: Robo-

advisors reduce fees and can provide 24/7 access to financial forecasts and advice [5] without the 

influence of potential conflicts of interest [6]. By leveraging these advantages, robo-advisors are 

increasing their appeal to retail investors [7,8], thereby allowing more people to enter the investment 

market and opening a new track in the advisory field. 

With the increasing demand for investment solutions and advancements in FinTech, robo-advisors 

have gradually become a formidable force in the financial markets in recent years. Data show that the 

worldwide robo-advisory market reached 4.51 billion USD in 2019 [3] and is expected to reach 2.76 

trillion USD by the end of 2023 and 4.66 trillion USD by 2027 [9]. 

Despite the significant potential and prospects of robo-advisors in the FinTech arena, their 

development also faces challenges and obstacles. One typical issue lies in the user acceptance of robo-

advisors: while theoretically robo-advisors lower the investment threshold, many researchers express 

concerns about the user acceptance of robo-advisors. Studies indicate a positive correlation between 

user acceptance of robo-advisors and users' experience in investment affairs, technological 

proficiency, and risk-taking [10,11,12,13]. In other words, users with long-term investment 

experience are more inclined to become the main investors in robo-advisory businesses, making it 

necessary to discuss how to effectively attract more retail investors who lack investment experience. 

Some research focuses on users' individual factors and has confirmed that users' individual factors 

such as personality traits, fear of financial fraud, and investment styles [9,14] influence the acceptance 

of robo-advisory, which makes limited contributions to product improvement since individual factors 

vary from person to person. Other research approaches this issue from the perspective of the product: 

user interaction factors such as usability and usefulness also have a proven impact on user acceptance 

[4,15,16]. This makes exploring improvements in the interaction interface of robo-advisor products 

to enhance their appeal to potential users a topic of practical significance. For example, Jung et al., 

[10] advocated solving the problem of designing robo-advisory solutions for risk-averse, low-budget, 

and inexperienced consumers by enhancing the interaction design of user interfaces and improving 

their usability and comprehensibility. 

One possible way to enhance interaction capability is through the application of large language 

models (LLMs). A potentially strong piece of evidence comes from studies on whether users adopt 

robo-advisor recommendations: Hildebrand and Bergner suggest that investors are more likely to 

accept advice if it is presented by a conversational chatbot with "an advisory interface that possesses 

a dialogue-based process of financial advisory" [17]. This is a typical issue of interaction that can be 

improved through the powerful real-time language understanding and generation capabilities of GPT. 

It suggests that improvement of interaction can influence not only acceptance but also further 

decisions when using robo-advisors. This paper aims to explore whether the introduction of 

technology based on LLMs can enhance the user interaction attributes of robo-advisor products, 

thereby increasing the acceptance of robo-advisor products among users with low investment 

experience. 

The first contribution of this paper is an exploration of the application of large language models in 

the robo-advisor field. As a newly emerging technology that has gradually matured and become 

popular in recent years, academic discussions on large language models in the robo-advisor field are 

limited. Current discussions on robo-advisors and large models mainly focus on performance 

comparisons [13,18]. For instance, studies like those by Oehler and Horn indicate that in a single 

investment advice scenario, GPT-4's performance has shown a trend of surpassing robo-advisors [13]. 

Considering factors such as commercialization, supporting functions, and professional domain 

databases, robo-advisors are not yet fully replaceable. However, such conclusions have certain 

guiding significance for the development of robo-advisor products. The focus of this paper is to 
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optimize existing robo-advisor products through cutting-edge technologies like large language 

models to meet the expectations of expanding the investment market. 

The second contribution of this paper is to supplement the exploration of interaction design for 

robo-advisor products. Existing literature touches on aspects such as user factors affecting acceptance, 

factors influencing the investment process, and decisions to continue using robo-advisors. More 

specifically, this includes aspects like users' investment experience [11,12] and personality traits 

[9,13]. However, there has been less exploration on how to further apply research on user behavior 

factors to improve products. This paper will discuss the interaction issues within the service processes 

of robo-advisor products and propose improvement suggestions. 

Additionally, this paper will systematically review the service processes of current robo-advisor 

products. Most of the current research in the field of robo-advisors is based on theoretical discussions 

and rarely mentions the actual performance of robo-advisor products in practice. This is also one 

reason why there are few studies proposing specific product improvement methods based on the 

analysis of influencing factors. This is because the factors influencing user behavior are diverse and 

complex, making it difficult to develop universally applicable methodologies. For instance, Figa-

Talamanca's study points out that user trade-offs between the usability and usefulness of robo-

advisors are also influenced by generational difference [19]. Moreover, current analyses of user 

acceptance of robo-advisor products mainly rely on subjective data generated from surveys, with 

many studies mentioning limitations due to sample constraints [4,8,20]. This paper will investigate 

the mainstream robo-advisor products in the current Chinese market to identify the practical issues 

that arise during the service delivery process. 

The rest of the paper proceeds as follows: Section 2 conducts a literature review, elucidating the 

theoretical basis for the subsequent business analysis and optimization process construction. Section 

3 analyzes the current robo-advisory service processes based on representative robo-advisor products 

in China and attempts to identify issues within these processes. Section 4 proposes methods for 

product optimization based on the analysis of service processes. Section 5 provides conclusions and 

discusses future research directions. 

2. Literature Review 

2.1. Robo-advisors 

Robo-advisors, as a form of automated investment service, provide wealth management for clients 

by combining modern technology and scientific algorithms [21]. The first robo-advisor company was 

established in the United States in 2008, and its tremendous success attracted billions of dollars in 

investment [22]. Research has demonstrated ample opportunities for reshaping the investment 

industry, leading to the entry of various enterprises, including startups, banks, and high-tech 

companies, into this market, giving rise to numerous branches of robo-advisors [23,24]. Therefore, 

in conducting a business analysis of robo-advisors, the first step is to differentiate between the types 

of robo-advisors [25]. 

According to Cardillo and Chiappini [9], there are three main methods for classifying robo-

advisors. The first classification is based on the notion that the wealth management industry may 

adopt robo-advisors with different performance levels in active and passive management strategies. 

For investors seeking stable returns, low risk, and minimal intervention in investments, robo-advisors 

in passive investment strategies only need to assist investors in asset allocation, risk management, 

and proposing portfolio rebalancing strategies. In terms of active management strategies, robo-

advisors employ fully automated investments based on artificial intelligence algorithms and propose 

automatic asset shifts in clients’ accounts [26]. 
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The second classification of robo-advisors comes from the analysis of the different roles played 

by investors and robo-advisor owners. Garvía distinguishes four types: stand-alone robo-advisors, 

segregated robo-advisors, integrated robo-advisors, and robo-for advice [27]. According to Cardillo's 

summary of explanation, stand-alone robo-advisors operate independently of other financial 

institutions, managing the entire investment process internally. Segregated and integrated robo-

advisors are both associated with financial institutions but differ in their level of integration. 

Segregated robo-advisors are part of financial holding companies, while integrated robo-advisors are 

included in the business model of financial institutions, such as banks. Finally, robo-for advice 

indicates a tool used by financial institutions for a fee [9]. 

The third classification is based on business models, namely the D2C model, the B2B model, and 

hybrid firms. In the D2C model, robo-advisors operate as online platforms providing automated 

algorithm-based portfolio management directly to investors without human intervention. This is also 

the most accessible form of robo-advisor for individual users, making it the primary type of robo-

advisor discussed in this paper for expanding the retail investor market. In the B2B model, robo-

advisors serve human wealth management advisors on the enterprise side. Hybrid firms provide 

personalized services and actively managed portfolios blended with computerized portfolio 

recommendations [28]. 

Due to the need to provide different investment strategies for investors with varying risk 

preferences, differences in business line status represented by different types of companies and 

institutions, and varying roles played throughout the investment chain, robo-advisors exhibit 

considerable flexibility. Therefore, a clear classification of robo-advisors is essential, facilitating 

decision-making and targeted analysis in practical business analysis processes.  

Based on the primary target user group of this study—potential users with low investment 

experience—who are more likely to be risk-averse and have limited exposure to financial investment 

products, the study will focus on D2C (Direct-to-Consumer) products that predominantly use passive 

management strategies and are aimed at retail investors. These services might exist in the form of 

segregated or integrated robo-advisors provided by financial institutions, or as robo-advisory services 

offered through collaborations between internet companies and financial institutions. 

2.2. Large Language Model 

The term "large language model" refers to deep learning models capable of processing and generating 

natural language text. Specifically, according to data scientists, a language model assigns a 

probability to a piece of previously unseen text based on training data. These models employ neural 

network architectures and are trained on vast amounts of text data to learn semantic relationships and 

grammatical rules between words, phrases, and sentences. They can comprehend and produce 

coherent language, possessing robust language understanding and generation capabilities [29]. A 

typical example is the Chat Generative Pre-Trained Transformer (ChatGPT), which demonstrates 

remarkable flexibility and logical reasoning capabilities, enabling tasks such as conversational 

dialogues, email composition, poetry writing, code generation, and business proposal formulation.  

Since OpenAI first introduced the chatbot ChatGPT to the public in November 2022, it has won 

admiration from technology enthusiasts, media practitioners, and the public for its human-like 

intelligence, potential applications, and societal impact. Global technology giants like Alphabet, Meta, 

Amazon, and NVIDIA have trained their own large language models, giving them names like PALM, 

Titan, Megatron, and Chinchilla, among others [30]. Experts across various industries are also 

conducting research on applications based on ChatGPT [31], including healthcare [32], education 

[33], and autonomous driving [34]. Integrating ChatGPT with intelligent systems and software within 

industries to provide natural language interaction and output validates its ability to effectively 

enhance the accuracy and intelligence of system output [35,36]. 
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Recent research shows the significant potential and broad application prospects of large language 

models, particularly GPT, in the financial sector. Existing research demonstrates the importance of 

automatic processing and analysis of financial text: firstly, in trading markets, given the large volume 

of text data generated daily in financial markets, such as news reports, market analysis reports, and 

company financial reports, which contain information about market trends [37]. Large language 

models can effectively extract valuable information from these texts, providing support for predicting 

market trends. For example, analyzing sentiment and key information in financial report texts helps 

predict stock price movements. At the risk management level, the capabilities of large language 

models to analyze financial market and enterprise-related data, such as market reports, economic 

indicators, and corporate financial reports, are equally applicable to assessing market and credit risk 

scenarios [38]. 

Additionally, enhancing service quality at the product and platform interaction level is also an 

important direction for the application of large language models in the financial sector. According to 

Pandya, integrating chatbots into customer service platforms is beneficial for creating efficient, 

personalized, and responsive interactions, and it can even help improve customer retention, value 

extraction, and brand image [39]. This GPT-based customer service technology is equally applicable 

in the financial industry. For example, online customer service chatbots can communicate with users 

in real-time about specific situations and needs, providing more customized recommendations for 

financial products. 

In conclusion, the application of large language models in the financial sector is becoming 

increasingly widespread, as they not only enhance the efficiency and quality of financial services but 

also provide powerful data support and analysis tools for financial decision-making. With continued 

technological advancements and the growing demand in the financial industry, the prospects for the 

application of large language models in the financial field are expected to become even broader. In 

the broader financial market and risk management domain, the capabilities demonstrated in data 

extraction and decision analysis can similarly be applied to the development of robo-advisory 

products to provide users with more customized investment advice. Moreover, intelligent customer 

service, which possesses real-time interaction capabilities with users, has enormous potential to 

enhance product interactivity and usability. In the subsequent sections, this paper will discuss in detail 

how these capabilities can be integrated with robo-advisory products 

2.3. Robo-advisor Product Improvement Strategies 

From a behavioral research perspective, literature has already demonstrated the impact of usability 

and availability on user acceptance [4,15,16]. Building on this, Jung summarized four design 

principles for modifying the front-end interaction of robo-advisors to further attract users with low-

risk preferences and low net worth: 

1. Ease of interaction — including navigability (how well the control elements of the robo-

advisor are integrated and how easily users find them), controllability (the degree to which users 

control the conversation and behavior of the robo-advisor), structural consistency (the form layout 

and content structure of navigation, interaction, and control elements), and fault tolerance (the ability 

of the robo-advisor to handle errors caused by users or the system). 

2. Work efficiency — comprising effectiveness and efficiency. 

3. Information processing and cognitive load — expectations consistency (how dialogue and 

user interfaces relate to users' knowledge and experience, such as from work domains, education, or 

universally accepted guidelines), ease of understanding (the cognitive load associated with 

understanding and retrieving information), and social presence (the degree to which the 

communicator behind the robo-advisor is perceived as "present" or "real" during communication). 
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These factors play an important role in this section. 

4. Transparency of consultation. Cost transparency has two components: customers need to 

easily find information about costs, and they need to easily understand the cost structure. Process 

transparency is related to the ease or difficulty of tracking and understanding activities during the 

consultation process. Information transparency refers to clearly explaining to customers why certain 

information is needed during the consultation process, and the extent to which customers can monitor 

and understand the quality and relevance of the information used as the basis for decision-making 

[10]. 

Meanwhile, according to Huang's work, using Wealthfront as an example, the current process of 

robo-advisor services based on discriminative artificial intelligence can be roughly divided into five 

steps: 

1. Assessing the current investment environment and determining the ideal asset classes. 

2. Selecting low-cost ETFs representing each asset class. 

3. Evaluating risk tolerance to create appropriate investment portfolios. 

4. Applying Modern Portfolio Theory (MPT) to diversify risk. 

5. Regularly monitoring and adjusting balanced investment portfolios [40]. 

Combining the design principles from Jung with the current robo-advisor service process can 

further demonstrate the potential of the generative ability of large language models in optimizing 

intelligent advisory products: for example, in assessing risk tolerance, current discriminative AI-

based robo-advisors assess risk tolerance by presenting users with questionnaires containing several 

questions and options for users to answer. This approach varies in terms of expectations consistency 

and ease of understanding for users with different financial experiences, inadvertently increasing the 

loss of low-experience users during the information gathering phase. However, generative AI that 

does not rely on specific conditions to perform tasks can have higher flexibility in the process of user 

information gathering [40], integrating questioning, explanation, and information collection into 

dialogues with users. After the user dialogue collection, the large language model can integrate 

information according to the framework of subsequent tasks, helping to reduce situations where users 

make choices that do not meet their psychological expectations due to insufficient cognition, 

indirectly improving the conversion rate of subsequent product recommendations. 

To achieve other design principles such as ease of interaction and transparency of consultation, 

based on Jung's research on current robo-advisors, many interaction modules need to be embedded: 

for example, for consultation transparency, providing interactive cost calculators and information on 

the business models and underlying assets of investment portfolios. By integrating large language 

models into the intelligent customer service of robo-advisors and adding inquiry prompts based on 

design principles, it is possible to replace additional information boards, optimize interface 

complexity, and enhance the efficiency of users obtaining specific information. 

In summary, AI based on large language models can bring various improvements to the usability 

and usefulness of robo-advisor products. Integrating large language models into data processing and 

user engagement to optimize the overall process is the main optimization method proposed in this 

article, and ultimately it may be reflected in the improvement of services along the entire line of 

information collection methods, product recommendations and subsequent monitoring, and 

investment portfolio adjustments. 

3. Current Robo-Advisor Service Workflow 

Based on the previous classification selection, this paper, referencing existing literature on service 

stage divisions, analyses the service processes of mainstream robo-advisory products in the current 
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Chinese market that target a broad user base (such as those offered by Bank of China, Ant Fortune, 

and E Fund). 

According to Torno [41], a typical robo-advisor service uses algorithms to link client information 

with suitable investment portfolios and implement its recommendations. This process can usually be 

divided into three stages corresponding to traditional financial advisory processes: (1) "Initiation and 

Profiling," (2) "Matching and Customization," and (3) "Monitoring and Rebalancing" (as shown in 

Figure 1). 

 

Figure 1: Current Robo-Advisor Service Workflow 

In the "Initiation and Profiling" stage, or what Jung [10] refers to as the product configuration 

stage, the primary goal in the advisory field should be to reduce information asymmetry between the 

client and the advisor. In a traditional consultation process, advisors initiate meetings to discuss and 

collect the client's needs and desires, determining the client's goals during the meeting (analysis). In 

robo-advisory, the corresponding product configuration process involves consumers transforming 

their objectives into product specifications by selecting and evaluating options within predefined 

product models. By collecting data on clients' financial situations and establishing a database of client 

inputs through robo-advisors, as well as actively informing clients about the robo-advisory process, 

information asymmetry can be reduced.  

In contrast, the workflow of current robo-advisory products involves triggering an information 

collection system for new users after they come online. The system pushes a risk assessment 

questionnaire containing preset questions for users to answer through windows or the homepage UI. 

The complexity of the questionnaire varies depending on the robo-advisory product. The first issue 

in this stage is that the information collection process is too rigid, and customers feel compelled to 
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complete it [42]. Additionally, each step of the current information collection process for robo-

advisory products is undiscussed, which may lead to information overload and persistent information 

asymmetry [42]. Severe information asymmetry may make it difficult to accurately capture users' true 

intentions. Specifically, users with limited investment knowledge may make choices that deviate from 

their true intentions without explanations of the question scenarios and real case references. Another 

scenario is that the questionnaire of the robo-advisory product is too concise, which may lead users 

to perceive lower customization in product recommendations, potentially impacting user trust. 

After the user information is collected, it enters the second stage, "Matching and Customization." 

The collected data is processed to generate recommendations, which are then presented to the client. 

In robo-advisors, algorithms calculate suggestions based on the inputs from the configuration stage. 

Clients then review these suggestions and decide to invest in one or more of them. On the product 

front end, this is presented by displaying the investor's risk tolerance level, based on the questionnaire 

results, and the recommended investment portfolio and products for that risk level. Typically, the 

recommended products include information like the seven-day annualized yield on the main interface, 

and users can access more detailed product information, such as recent performance curves, net value, 

and standardized risk indicators.  

The main problem in this stage is when the recommendations do not align well with the client's 

needs [10], potentially leading to financial losses from missed opportunities or, more seriously, losses 

from investments that exceed the client's risk tolerance. There are several reasons for the mismatch, 

such as unexpected asset developments, inadequate capabilities of robo-advisory algorithms, and the 

inability of current algorithms to accurately extract users' true psychological expectations, as 

mentioned earlier. Additionally, this may be related to the lack of explanation of algorithm principles 

and standardized product information in product recommendations. Previous research has 

emphasized transparency in the robo-advisory process, which is one of the main concerns for 

(potential) clients. 

Another important reason is the relatively low level of customization in current robo-advisory 

algorithms. The investment portfolio recommendations of current robo-advisors mainly rely on the 

"user risk tolerance rating" to generate recommendations. This service process leads to two main 

problems: Firstly, current robo-advisory products do not generate recommended products by 

processing user information through algorithms; instead, they preset several risk tolerance ratings and 

recommend investment portfolios matching those ratings. The algorithm of robo-advisors only 

matches user information to the corresponding risk tolerance rating, and users assigned to that rating 

will only receive recommended investment portfolios set for that rating. Secondly, the algorithm 

shows a conservative tendency in processing user information and exhibits a clear tendency to match 

users to low risk tolerance ratings.  

Through the practical use of questionnaires in mainstream robo-advisory products in the Chinese 

market, this study found that for several robo-advisory products, if users choose a lower risk tolerance 

tendency in several risk assessment questions with the same purpose, they will be assigned a low risk 

tolerance rating. The psychological tendencies and decision-making behavior of users in real life are 

complex processes, which is also why human advisors need to communicate with users repeatedly. 

The current conservative mechanism of robo-advisory algorithms may have the ability to reduce user 

investment losses on a macro level, but it is clearly difficult to fully represent all users' true investment 

expectations. 

Typically, the matching stage concludes with the client's acceptance and implementation of the 

investment portfolio. In the final stage of the process, robo-advisors monitor and rebalance their 

clients' portfolios. Trading algorithms automatically monitor and adjust investments based on 

consumer goals. During this stage, current robo-advisory products will recommend adjustments to 

investment portfolios to users based on certain strategies. Some robo-advisory services also 
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autonomously make slight adjustments to the investment amounts in portfolios. For example, the 

Intelligent Regular Investment Service of the Bank of China adopts a "moving average strategy" to 

automatically adjust the amount of each investment. Jung [10] believes that communication and 

transparency are key factors in establishing and maintaining client trust in this stage. This presents a 

significant challenge in designing robo-advisors [43], as current efforts mainly focus on visually 

presenting portfolio performance. 

4. Construction of LLM-based Robo-Advisor Service Workflow 

Large language models, such as GPT-4, have demonstrated exceptional abilities in answering 

questions, primarily due to their complex architecture and extensive training data. LLMs can 

understand complex queries, whether they are long sentences, ambiguous questions, or inquiries 

requiring the synthesis of information from different sources. They can handle these queries and 

provide relevant answers. Additionally, LLMs can maintain context throughout a conversation, 

meaning they can understand and respond to follow-up questions based on previous interactions, 

offering more accurate and relevant information. Top-tier LLMs often have multilingual capabilities, 

enabling them to understand and answer questions in different languages [44]. This indicates their 

ability to facilitate seamless real-time communication with customers. Moreover, based on advanced 

named entity recognition [45] and sentiment analysis [44] capabilities, LLMs can extract essential 

information about a customer's current assets, financial investment capacity, and preferences for risk 

and strategy elements from real-time communications. This paper envisions fully leveraging the real-

time communication and language analysis capabilities of large language models to serve as 

intermediaries in processing and refining information between intelligent investment algorithms and 

users. This aims to effectively enhance the precision of user information acquisition and the 

customization of product recommendations. Additionally, it proposes presenting this capability 

through an integrated intelligent customer service based on large language models (which will be 

referred to as "LLM-CUS" in the following sections of this paper), thereby enhancing the interactivity 

of robo-advisor products and addressing usability and accessibility issues from the user's perspective. 

4.1. Improvement of Workflow Construction 

Traditional robo-advisors acquire relevant user parameters and risk tolerance ratings directly through 

preset questions and match them accordingly. Then, based on the matching results, they push product 

recommendations to users under the corresponding rating. Integrated with large language models, 

robo-advisors can engage with users through LLM-CUS, leveraging the analytical capabilities of 

large models, and undertaking functions such as data preprocessing and secondary processing (as 

illustrated in Figure 2, using a generic large model as an example). 

In the "Initiation and Profiling" stage, considering the information update capabilities of financial 

professional models and large language models, the functions of assessing the investment 

environment, determining asset classes, and identifying available ETFs are still executed by the robo-

advisor's own algorithms. Information gathering uses the LLM to engage in preliminary 

communication with users, replacing the traditional preset questionnaire format. According to Oehler 

[13], LLMs perform less stably without constraints and risk failing to capture complete information. 

However, with appropriate prompts, LLMs can be highly effective in providing financial advice. 

Therefore, during the user information collection stage, clear task presets are established for the LLM-

CUS. This allows the LLM-CUS to conduct real-time detection of the collected user information 

while communicating with the user, confirming whether enough information has been collected, and 

determining whether to actively ask the user questions based on the results. To facilitate the 

information collection process, the large language model will provide users with prompts to initiate 
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conversation topics when starting a conversation. An example of this could be seen in ChatPDF, 

where after importing an article, ChatPDF provides a basic summary of the article and lists three 

possible topics for inquiry based on the content, allowing users to click on a prompt to start a 

conversation on that topic. 

On the user side, when a user initiates contact, the LLM-CUS will greet the user and provide 

several prompt questions for the user to choose from in the chat box. The user can click on one to 

directly start the conversation on that topic. For example: 

"Before helping you start your intelligent investment journey, we need to understand some basic 

information about you and introduce our services to you. Would you like to: 

1. Discuss your financial situation with us 

2. Discuss your investment expectations with us 

3. Learn about our services?" 

When the user clicks an option, LLM-CUS will provide new prompt questions based on the user's 

choice. The user can click on these new prompt questions to get relevant explanations and delve 

deeper into the discussion. For example, if the user clicks "Discuss financial situation," LLM-CUS 

will provide the following prompts: 

“To understand your financial situation, you can discuss with us: 

1. How much money do you plan to invest? 

2. What proportion of your total assets does this amount represent? 

3. Understand why we need this information.” 

Or if the user clicks "Discuss investment expectations," LLM-CUS will provide the following 

prompts: 

“To understand your investment expectations, you can discuss with us: 

1. How long do you plan to invest? 

2. How much return do you expect annually? 

3. What is the maximum loss you can tolerate? 

4. Understand how we can help you achieve your expectations.” 

When the user has doubts about the content of the conversation or the questions asked, the LLM-

CUS will provide explanations and examples. In the latter part of the conversation, the LLM-CUS 

may actively ask the user questions, such as: 

"In order to provide you with more accurate service, we also need to understand: 

1. XXXX 

2. XXXX" 

and ask if the user has any additional thoughts or information to ensure comprehensive information 

collection from the user, overall simulating an early communication scenario with a human 

investment advisor as closely as possible. 
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Figure 2: LLM-based Robo-Advisor Service Workflow 

After completing user information collection and entering the second stage, "Matching and 

Customization," the LLM processes user statements according to the preset task instructions, 

performing tasks like entity recognition and sentiment analysis to output user parameters for the robo-

advisor's algorithms. According to Oehler [13]'s research, ChatGPT's portfolio recommendations are 

very similar to benchmark recommendations from academic literature and are more stable than those 

from financial institutions' robo-advisors. One possible reason is that, although the exact methods 

used by ChatGPT to generate recommendations are not known, one of its AI advantages over fixed 

algorithms from financial institutions seems to be its ability to gather information from a vast array 

of online resources. Thus, ChatGPT's recommendations may closely align with the consensus of all 

available sources, representing the market's consensus on recommendations. Based on this reasoning 

and considering the breadth of online resources collected by LLMs, under preset tasks, LLMs have 

the potential to optimize recommendations and information presentation for specific groups. This 

learning extensibility is not available to fixed algorithms of robo-advisors. Therefore, after the robo-

advisor generates risk ratings and investment portfolio recommendations, the large language model 
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can be utilized to further optimize the information and refine the investment portfolio selection based 

on the content of the communication with the user. This process aims to produce investment portfolio 

recommendations that are more customized and appealing to specific users. According to Oehler [13], 

ChatGPT can generate its recommendations and other investment information more easily and 

quickly, making it feasible to add the large language model for preprocessing in the information 

processing pipeline. 

At the same time, eliminating information barriers and lowering the threshold for user information 

acquisition is another issue that needs attention throughout all stages of the improved process. In the 

new workflow, the algorithms, strategies, predefined product pools, and real-time industry 

information related to products (such as financial news) that the robo-advisor operates are all 

connected to the LLM. This allows the LLM to process and deliver the necessary information to the 

user. When users seek advice on investment recommendations or the results of their current 

investment portfolios, the LLM can explore the connected databases and, combined with its language 

generation capabilities, provide more dynamic and informative suggestions and interpretations for 

users with different needs. This contrasts with the current template-based, fixed and professional 

visual presentations offered by robo-advisor products, such as explaining the meaning of standard 

information like "performance benchmark return" and "SSE Composite Index return" to users lacking 

professional experience, or providing financial news to users who have a demand for real-time fund 

company trends. During this stage, the LLM-CUS will analyze the user's historical behavioral 

characteristics. When the user initiates a chat window and mentions keywords related to investment 

products, the LLM-CUS will assess the user's inquiry needs and provide prompt questions for the 

user to choose from, thereby further enhancing the efficiency of information acquisition for the user. 

4.2. Theoretical Validation of Process Improvement 

Due to limitations in experimental conditions, it is challenging to conduct real prototype development 

and recruit potential users for experiments involving the integration of LLM into robo-advisors. One 

approach to address this challenge is to leverage Jung [10]'s four design principles based on historical 

literature, which focus on low-risk preference and low-budget users. These principles can be used to 

assess whether building a robo-advisor based on LLM has a positive impact on the product in terms 

of these design principles. 

The first principle is the ease of interaction principle, which includes four key points: navigability, 

controllability, structural consistency, and fault tolerance. Navigability primarily requires a high 

degree of integration of elements in the AI investment advisor and ease of discovery by users [10], 

depending on the interface design of the AI investment advisor and the integrated financial 

institution's app itself. However, LLM-CUS can effectively assist, especially in scenarios where users 

need to actively retrieve information. Controllability, as explained by Jung [10], is the user's ability 

to control the direction and speed of the process according to their needs (returning, retrieving 

additional information, etc.). Such demands can be directly met through repeated questioning or 

simple instructions in the process of interacting with LLM-CUS. Structural consistency and fault 

tolerance require more from multiple module functionalities, which cannot be achieved solely by 

LLM-CUS and algorithm optimization. For instance, if users need to interact with modules other than 

LLM-CUS, structural consistency relies on the overall interface design of the robo-advisor, while 

fault tolerance is related to the program design and service rules of the robo-advisor itself. 

Regarding the efficiency principle, the usefulness of a robot advisor solution can be understood by 

how effectively and efficiently it supports users in achieving their goals, namely finding and investing 

in investment products that meet their needs and goals. An LLM-based robo-advisor has a more 

flexible and stronger learning recommendation decision-making process, and higher customization 

means a higher chance of finding investment products that meet users' psychological expectations. 
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The third principle, information processing and cognitive load, is one of the main interaction 

improvements brought by LLM to the robo-advisor. Based on LLM's emotional recognition and 

language generation capabilities, the expectation is that consistency and the user's cognitive load will 

be repeatedly analyzed and matched by LLM in the communication process until it aligns with the 

user's cognition. As a result of simulating communication with human advisors, the social presence 

of the robo-advisor will be effectively enhanced. 

The fourth principle is transparency of consultation. It requires users to easily find information 

about costs, understand the cost structure, have transparent and understandable service processes, and 

explicitly explain to customers during the consultation process why certain information is needed, as 

well as enabling customers to monitor and understand the information used as the basis for decision-

making [10]. Explanations regarding consultation transparency in current AI investment advisors are 

typically not included in the consultation process but presented in the form of additional explanations, 

requiring users to specifically search for them, making it difficult to understand during the 

consultation process. When there are no additional instructions restricting the information provided 

to customers, this issue can be improved through LLM-CUS. 

In conclusion, although the integration of LLM cannot completely solve the interaction problems 

related to AI investment advisors mentioned above, it can improve current AI investment advisory 

products from the perspective of each principle. This theoretical perspective indicates that the 

development of LLM has the potential to drive AI investment advisory products forward. 

5. Conclusion and Discussions 

This study delves into the operational service processes of intelligent investment advisors in the 

current market and explores effective improvements through the integration of LLM technology. The 

aim is to attract potential users with low investment experience into the investment market through 

intelligent investment advisors. Previous research underscores the importance of accessibility, 

comprehensibility, and effectiveness in driving the adoption of IT innovations [22]. The emergence 

of LLM offers promising optimization solutions for these issues. 

5.1. Limitations and Future Research 

The focus of this study is primarily on users with low investment experience, who typically may also 

have characteristics of having relatively low investable funds. This choice is based on the cost 

advantage that robo-advisors possess. Additionally, the emphasis in process design is on how to 

attract users to use the service for the first time and generate retention over time. While theoretically, 

improvements in interaction and customization are beneficial for all user groups, and the learning 

ability of LLM theoretically supports its service to groups with any user characteristics, it's worth 

considering that potential users of robo-advisors are not limited to those with low investment 

experience. Moreover, low-experience users may gain investment experience over time and may 

develop different investment expectations than what is currently observed. In this scenario, it remains 

to be seen whether the customization patterns and user information collection methods expected by 

this portion of the user base can still be met by the design logic of this study, or if there will be a need 

for more universally applicable design logic. This would be a direction for future research. 

Furthermore, the nature of this study is essentially theoretical exploration. From a logical 

standpoint, we can demonstrate that such improvement solutions are meaningful and provide 

theoretical support for the development of robo-advisors integrating LLM. However, it is foreseeable 

that in the process of actual product improvement, there may be more specific problems that need to 

be addressed. As mentioned earlier, the process of consumers forming psychological expectations 

and making decisions is complex. Therefore, another future research direction is to further analyze 
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the actual impact of problems in the current service process and the effects of each change introduced 

by integrating LLM in a controlled experimental environment, which would be possible to support 

the development and testing of product prototypes and to split design elements to separately test their 

impact on subjects' decisions. 

5.2. Practical Implications 

Firstly, this paper's review of the current intelligent investment advisory service process demonstrates 

that for whatever reason, existing intelligent investment advisory products still have significant room 

for improvement in terms of interaction attributes and algorithmic mechanisms for product 

recommendations, at least not reaching the ideal conditions suggested by previous literature. This 

could be a major obstacle for intelligent investment advisory products in attracting new users. 

Although there is no direct evidence to suggest that interaction issues and low customization are 

directly correlated with users' choices to use the product, according to the common funnel analysis 

model theory used in market analysis, there are conversion rates between each behavior that users 

exhibit after becoming aware of the product, becoming interested, considering, using it for the first 

time, and deciding to actually invest assets. There is a considerable loss of users at each stage of this 

conversion process, and issues such as rigid information collection processes, information overload 

and asymmetry, and mismatched demands and recommendations could potentially be reasons why 

users abandon the product between the first use and actual asset investment. Compared to traditional 

advisory services, intelligent investment advisory services inherently have the advantage of lower 

service usage costs, making them more likely to attract potential clients with low investment 

experience and low investable funds attributes, implying that they have a broader market space than 

traditional advisory services. By improving the issues summarized in this paper, there is an 

opportunity for intelligent investment advisory products to realize greater potential in the market. 

Secondly, this paper's exploration of the combination of LLM and intelligent investment advisory 

demonstrates the potential of LLM in optimizing intelligent investment advisory products. It not only 

has tremendous potential in optimizing interaction but also can provide users with higher 

customization and recommendations that are more in line with market consensus. Before the 

widespread application of LLM technology, individually optimizing one of these capabilities might 

require a significant amount of interface optimization resources or algorithmic resources. However, 

now, integrating large language models may be a more cost-effective choice. Especially since LLM's 

capabilities such as named entity recognition, sentiment analysis, question answering, time series 

forecasting, mathematical attribution, etc., have already been proven to have widespread applications 

in the financial industry's services and analysis, making LLM likely to become essential technology 

reserves for every financial institution in the future. At the same time, major Internet companies are 

highly motivated to develop and feed LLM, making it foreseeable that for large financial institutions 

and Internet companies, integrating some of LLM's functions into intelligent investment advisory 

products has become a foreseeable possibility. We hope that our work will provide practitioners and 

researchers with basic ideas and theoretical basis for designing intelligent investment advisory 

products with integrated LLM functionality. 
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