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Abstract: An increasing number of users are relying on online shopping in recent years. E-

commerce is a rising field that shows great potential in business. A precise prediction on e-

commerce sales could greatly affect the business plan of a company, influencing the 

marketing strategy, supply chain management, production, and many other aspects. Thus, e-

ommerce sales prediction has become an attention-grabbing topic in the current business 

world. This study compares the performance of traditional statistical approaches and recent 

machine learning algorithms on e-commerce sales forecasting based on two datasets with and 

without time series data obtained from Kaggle. By comparing the performance metrics, 

including MAE and RMSE, machine learning methods outperformed in datasets without time 

series data, and statistical models achieved a better result in datasets with time series data. 

Thus, a trend that traditional models like ARIMA are better at time series data and machine 

learning methods have an obvious advantage in non-time series data has been proposed. Both 

of the models have their own strengths in corresponding fields. 

Keywords: E-commerce, sales forecasting, statistical models, machine learning models. 

1. Introduction 

Along with the change of time, technology is developing rapidly. The transition from traditional 

brick-and-mortar shopping to e-commerce is an important part of this development. The first-ever e-

commerce transaction trade was made on August 11st, 1994, when the band Sting sold a CD to his 

friend through an American online platform called NetMarket [1]. Since then, the popularity of e-

commerce has steadily grown, and it now plays a significant part in the global economy. As the 

demand for e-commerce increases, accurate sales forecasting becomes increasingly important. 

Enhancing sales forecasting accuracy enables companies to optimize inventory management and 

recource allocation, adjust production planning, develop marketing strategies, manage supply chains, 

and have better risk management. Traditional statistical models and modern machine learning models 

are employed using different approaches to achieve higher sales forecasting accuracy. Linear 

regression, Autoregressive (AR), Autoregressive Integrated Moving Average (ARIMA), and 

Seasonal ARIMA (SARIMA) are well-considered choices among traditional statistical models [2]. 

Models like ARIMA are widely used in time series forecasting because of their simplicity and 

interpretability as they can make precise predictions based on historical patterns and trends. 

Nowadays, machine learning techniques such as Support Vector Machine (SVR), Artificial Neural 

Network (ANN), Decision Trees, k-Nearest Neighbors (k-NN), Long Short-Term Memory (LSTM) 
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and eXtreme Gradient Boosting (XGBoost) have gained popularity in sales forecasting related 

researches [3].  

This study aims to compare the performance of traditional statistical models and modern machine 

learning models in e-commerce sales forecasting using different datasets, evaluating their strengths 

and weaknesses. The goal is to find a better approach for solving e-commerce sales forecasting 

problems and provide targeted advice based on datasets with different attributes. This paper consists 

of five parts.: introduction, literature review, methodology, results and discussion, and conclusion. In 

the introduction, the background and purpose of this study are introduced. The literature review part 

summarizes past and current studies of traditional statistical and machine learning approaches. For 

methodology, the experiment process of this study and theoretical backgrounds of models used are 

explained. The results part displays the performance metrics and compares the fit ability of each 

model. Finally, the conclusion chapter is a summing-up of this study with possible improvement 

approaches of future study. 

2. Literature Review 

2.1. Traditional Statistical Models Used for Sales Forecasting 

Since sales data is usually highly sensitive to time, models like ARIMA have been a popular choice. 

Arunkumar has used different time series models like naïve (persistence), Moving Average (MA), 

ARIMA, and Seasonal ARIMA with eXogenous factors (SARIMAX) and compared their 

performance based on a real-world retail dataset [4]. ARIMA and SARIMAX appear to provide the 

highest accuracy while predicting. Between them, SARIMAX has better performance than ARIMA. 

However, SARIMAX is also the most computationally expensive choice among all the models. By 

comparison, ARIMA has a better balance between forecasting accuracy and the cost of computing. 

Pan has tried a combination of the ARIMA model and the Linear Regression (LR) model [5]. Based 

on that, they have applied a genetic algorithm to select the optimal classification metrics and classify 

different time series. By doing this, people can have a better understanding and forecasting accuracy 

on the patterns of the same type of series. ARIMA seems to be a mainstream option while dealing 

with time series data, not only because of its high accuracy but also its simplicity. Combination of 

ARIMA and other algorithms is also a common approach. 

2.2. Machine Learning Models Used for Sales Forecasting 

Different kinds of machine learning models have been used to forecast e-commerce sales data. 

Aljbour has used a LSTM model based on factors like user engagement, browsing habit and consumer 

decision-making to predict Taobao sales data [6]. The feasibility of using LSTM in this area has been 

confirmed, and competitive results have been produced compared to similar studies. In 2021, Yin 

compared the performance of AdaBoost, Full Connection and Convolutional Neural Network (CNN) 

on e-commerce sales forecasting tasks and got the results that CNN outperforms with the best 

prediction and generalization ability [7]. 

Similar to this paper, comparative analysis of statistical methods and machine learning models 

also exists. Singh has proposed research with the Knowledge Discovery in Databases (KDD) 

methodology to assess how Random Forest (RF), Gradient Boosting (GBM), and ARIMA have 

SARIMA perform in prediction [8]. Altuncu has also conducted research comparing LSTM, SVR, 

and LR models in short-term online sales forecasting [9]. LSTM has stood out with the lowest MSE 

among them. In 2023, Bharti’s research concluded that while using time series data like seasonal data, 

ARIMA and SARIMA are the best performing models [10]. Nonetheless, while other features are 

incorporated, XGBoost is more effective. In brief, it could be found that LSTM and XGBoost are 

used most frequently while solving e-commerce sales forecasting problems in nowadays’ research. 
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3. Methodology 

In this part, the entire process of the experiment is displayed in the format of text and flowchart 

(Figure 1). While detailed steps are introduced, theoretical concepts of the algorithms are also 

explained. 

 

Figure 1: Flowchart of the experiment. 

3.1. Data Selection and Preprocessing 

This study used two datasets taken from Kaggle. The main reason for using two different datasets 

was to compare the performance of statistical techniques and machine learning algorithms on datasets 

with and without time series data. The first one was a Walmart E-Commerce Sales Dataset, including 

attributes like gender, age, occupation, marital status, etc [11]. It is a dataset without time series data. 

First of all, the data with missing values were omitted. All the categorical attributes were transformed 

into numerical attributes. For dichotomous data like gender, they were replaced by 0 and 1. For 

segmented attributes like age, the median was used as a substitute. For attributes with multiple 

categories but without ranking relation like city category, one-hot encoding was used to transform it 

for the purpose of analysis. The step after this was feature scaling. Standardization was chosen to 

improve the efficiency and stability while training. The second dataset used was an Amazon Sales 

Dataset, including attributes like date, status, fulfillment, SKU, if its B2B or not, currency, etc. Most 

preprocessing steps were similar with processing the Walmart dataset [12]. One thing different was 

the time series data. Firstly, the date attribute was converted from character format to date format. 

The next step was to use the XTS package to covert the target column, which is Amount, into a time 

series object indexed by date. Finally, linear interpolation was used to fill in the missing values in the 

time series object. The Augmented Dickey-Fuller (ADF) test was performed to check for the 

stationarity of the time series data. With the p-value of 0.0156, the stationary of this time series object 

was proved. Both of the datasets were split into a training set and a test set. 

3.2. Training and Model Selection 

3.2.1. ARIMA 

For the Amazon sales dataset, the statistical model used is ARIMA. It is a widely used statistical 

model that forecasts future values by capturing the trends and fluctuations in time series data. It is 

usually denoted as ARIMA (p, d, q), and its formula is: 

 y
t
= β

0
+ β

1
y

t−1
+ β

2
y

t−2
+⋯+ β

p
y

t−p
+ ϵt + θ1ϵt−1 + θ2ϵt−2 +⋯+ θqϵt−q (1) 

Proceedings of  the 3rd International  Conference on Financial  Technology and Business Analysis  
DOI:  10.54254/2754-1169/135/2024.18610 

48 



 

 

P stands for the order of the autoregressive part, d stands for the order of differencing, and q stands 

for the order of the moving average part. The basic idea of ARIMA is the combination of AR and 

MA. ARIMA assumes that at a given time, the value is influenced by both the values from the past 

and random events. It is commonly used in predicting short-term time series data such as sales data, 

housing prices, and stock prices. 

3.2.2. Linear Regression 

For the Walmart dataset, which doesn’t contain time series data, the statistical model used is LR. It 

describes the linear relationship between two or more variables. The mathematical expression of 

multiple linear regression is: 

 y = β
0
+ β

1
x1 + β

2
x2 +⋯+ β

n
xn + ϵ (2) 

LR is usually used to predict continuous variables while there is a linear relationship between the 

independent and dependent variables. 

3.2.3. XGBoost 

For both datasets, the machine learning algorithm used is XGBoost. It is a popular model that has 

been frequently used in machine learning competitions in recent years. XGBoost is an additive model 

that,  based on the theory of Gradient Boosting, trains a set of weak learners iteratively to build a 

strong learner. The weights are optimized based on the errors from the previous round in each iteration 

to fit the data better. In this study, Bayesian Optimization is used for hyperparameter tuning. After 

setting the parameters first and using cross-validation to evaluate the model’s performance, the RMSE 

is returned by the objective function to be minimized later. Bayes optimization is executed afterwards 

to find the best combination of hyperparameters within the range established and improve the model 

performance.  

4. Results and Discussion 

This study aims to compare the performance of traditional and machine learning approaches on e-

commerce sales prediction. For the purpose of a more comprehensive analysis, two datasets with and 

without time series data are used to analyze this topic and discuss the conclusions in different 

conditions. For performance measures, various methods exist. For this study, Mean Absolute Error 

(MAE) and Root Mean Square Error (RMSE) are chosen and applied to all the models used. 

Compared to Mean Error (ME), in which extreme values can neutralize each other, MAE is less 

affected by outliers since it uses the absolute value and is generally more robust. Meanwhile, RMSE 

is an indicator that is extremely sensitive to outliers. The reason for choosing RMSE instead of Mean 

Square Error (MSE) is because RMSE provides a measure of error in the same units as the original 

data, which is easier to interpret and understand. In this study, RMSE is considered the primary 

evaluation metric, while MAE serves as a supplementary measure. 

Table 1: Performance Metrics of LR, ARIMA and XGBoost. 

Dataset Model MAE RMSE 

Walmart (Without Time Series Data) 
Linear Regression 0.7163 0.9289 

XGBoost 0.4294 0.5760 

Amazon (With Time Series Data) 
ARIMA 11.2906 14.7900 

XGBoost 216.4529 277.7282 
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According to Table 1, in the Walmart dataset, the lower MAE of XGBoost compared to LR shows 

that the prediction values of XGBoost are closer to the actual values, indicating that XGBoost is more 

precise in forecasting. At the same time, XGBoost has a smaller RMSE than Linear Regression, 

suggesting that XGBoost has better fitting accuracy than LR. A possible reason for this is that LR is 

a simple model that sometimes could not capture all the correlations among the data. Meanwhile, 

XGBoost is a complex model that can capture the non-linear relationships. Thus, XGBoost displays 

an obvious better fit than the LR model. 

In contrast, for the Amazon dataset with time series data, the machine learning XGBoost does not 

have as good a performance as the statistical model ARIMA. Both the MAE and RMSE of ARIMA 

are obviously smaller than the XGBoost ones. Although the value of both MAE and RMSE is larger 

than the ones in the Walmart dataset, it is supposed to be caused by the much larger range of the target 

attribute. The ARIMA model has a Mean Absolute Percentage Error (MAPE) of 1.68%. This small 

percentage value indicates the accuracy of the ARIMA model in forecasting. The Ljung-Box test is 

also performed on the residuals and achieved a p-value close to 1, meaning that the residuals don’t 

have a significant autocorrelation. Based on all the analysis above, it can be concluded that this 

ARIMA model has successfully captured the patterns in the data and is a good fit. 

5. Conclusion 

In this study, traditional statistical models and machine learning algorithms were applied to two 

different datasets to analyze cases with and without time series data separately. In datasets without 

time series data, the machine learning model demonstrates a significantly better fit to the data. 

However, in a dataset containing time series data, the traditional statistical model outperforms in 

terms of prediction accuracy. Due to space limitations, this paper could not include more algorithms 

for comparison. While it is not possible to claim that all such models will perform better in each 

scenario based on this research alone, a potential trend could still be inferred. Given that e-commerce 

sales forecasting often involves time series attributes, ARIMA is expected to have widespread usage 

in analysis. Simultaneously, due to the complexity and adaptability of machine learning models, their 

performance is also anticipated. For future enhancement of this study, improving the dataset could be 

a possible solution; incorporating a larger dataset with more attributes and more detailed time series 

data may facilitate capturing patterns more effectively.  

A potential avenue for future research is to include more different methods like SARIMA, LSTM, 

and CNN, and assess their performance across diverse datasets. A more comprehensive study can 

explore deeper into the comparison of traditional and machine learning methods. Another possible 

future approach would be the combination of statistical models and machine learning algorithms. For 

example, using hybrid models, ensemble models, or residual learning methods. Since these two kinds 

of models perform well in different situations, the combination can leverage the strengths of both and 

achieve a higher accuracy. 
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