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Abstract: The internet presents a vast labyrinth of information and choices, overwhelming 

users while service providers strive to predict user preferences accurately. Traditional 

recommender systems, although utilizing extensive data, often lack the social context 

necessary for precise recommendations, leading to issues like cold-start and data sparsity. 

Social network-based recommender systems have been proposed to address these limitations 

by leveraging the decision-making processes influenced by social connections. Recent 

advancements in this domain, such as the Diffnet and Diffnet++ models, have shown 

improved prediction accuracy through deep social influence propagation models. However, 

their performance diminishes with higher diffusion depths. In this work, we propose 

enhancements to the Diffnet and Diffnet++ models by incorporating the homophily effect in 

the heterogeneous graph of the diffusion layer and implementing a weighted embedding 

method in the prediction layer. Using data from Yelp and Flickr, our improved model 

integrates higher-order social structures and interest network information, demonstrating 

superior performance on metrics such as Normalized Discounted Cumulative Gain (NDCG) 

and Hit Ratio (HR) compared to existing baselines. Our approach effectively integrates social 

network data and user similarity networks, resulting in more accurate and reliable 

recommendations for online platforms where social networking is a key feature.  

Keywords: Social Network, Recommendation System, Deep Learning, Homophily Effect, 

Social Influence Effect. 

1. Introduction 

The internet today is a vast repository of information, merchandise, and opportunities. On one hand, 

users are confronted with more choices than ever before. From selecting a restaurant for an 

anniversary date to searching for trip accommodations for the summer vacation, users are burdened 

with information overload. On the other hand, service providers need to predict potential users' 

feedback or ratings on certain items from a wealth of information to plan business arrangements and 

resource allocations. Recommender systems serve to provide customized recommendations to both 

sides of this picture. 

Despite the abundance of data, traditional recommender systems [1] are detached from social 

embedding. As a result, business providers still suffer from issues such as cold-start and data sparsity, 

which adversely affect prediction accuracy. Additionally, users struggle to understand if the 

recommended merchandise matches their true interests. In this context, some have proposed social 
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network-based recommender systems to tackle the lack of structure and correlation in sparse user and 

item data sets.  

It is natural to imitate the decision-making process during which people seek advice from close 

friends or trusted sources, as tastes and preferences tend to be highly overlapped. Furthermore, social 

network embedding means more than seeking advice from close friends, as close friends may share 

similar tastes but may not have overlapping experiences, causing inconsistency issues in the user-

item dataset. The social network gathers information from higher-order social links, which is 

generally beneficial to embed these social influence factors into the recommender's decision-making 

process, thereby alleviating the problems of traditional approaches. 

It has been established that integrating social networks into the recommender system will alleviate 

the disadvantages of traditional methods in both user-level and item-level [2]. Recent state-of-art 

approaches on social network enhanced recommendation tasks with novel deep learning approaches 

such as [3-6] show considerable improvements in prediction accuracy compared to traditional 

approaches, such as SVD++ [7]. One of the inspiring contributions they [4,5] made, is simulating 

user's decision-making process with a deep social influence propagation model, with a layer-wise 

recursive diffusion structure. In spite of the better performance compared to previous approaches, it 

has been observed that the performance decreases with higher diffusion depth K > 2, which limited 

the versatility and data efficiency of the model.  

In this work, we propose to improve the performance of the state-of-art social recommendation 

system, Diffnet [4] and Diffnet++ [5], by implementing novel structures associating with the 

homophily effect in the heterogeneous graph of Diffusion Layer, and adding weighted embedding 

method in the Prediction Layer. Our research investigates how to enhance social network-based 

recommender systems using probabilistic graphical models, with data from Yelp and Flickr. We 

compared our model to the state-of-the-art social recommendation systems Diffnet and Diffnet++. 

Our improved Diffnet++ model integrates higher-order social structure and interest network 

information through a weighted diffusion layer, as proposed by Wu et al. [5]. Empirical results, 

measured by Normalized Discounted Cumulative Gain (NDGG) and Hit Ratio (HR) metrics, 

demonstrate the effectiveness of our weighted strategy. Additionally, we introduced the homophily 

effect in the diffusion layer, leveraging similarity networks based on latent user embeddings to 

incorporate information from both social and similarity networks for better recommendations. Our 

approach outperforms competitive baselines. 

2. Literature Review 

Our paper is related to two streams of research, namely, recommender system and differentiation 

between homophily effect and social influence effect.  

2.1. Recommender System 

There has been a significant amount of research employing probabilistic graphical models (PGM) to 

optimize recommender systems. For example, Anaya, Luque, and García-Saiz [8]. developed an 

Influence Diagram (ID), an extension of the Bayesian Network (BN), within the context of student 

collaborative learning. Integrating decision variables, student preferences, and hidden variables 

impacting student behavior, the authors utilized an attribute selector and decision tree to access and 

interpret the ID. Ultimately, they provided the optimal policy and corresponding explanations for 

such recommendations. Additionally, Rho and Cho [9] also proposed a recommender system utilizing 

PGM. They built a modularized BN that is aware of the mobile phone context and can provide an 

optimal recommendation of mobile APPs. Their model accuracy and F1-score have been proved high 

when applied to empirical data. Apart from directly using PGM as the recommender system 
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framework, He and Chu [10] have incorporated PGM to account for user relations in the traditional 

matrix-based recommender system, so that the problem of sparse user/item rating matrix can be 

solved. Specifically, they built a graphical model to represent a delicate social network that can’t be 

easily summarized by similarity matrix and then used it to infer user preference influenced by 

immediate and distant friends. Improvement in prediction accuracy is proved by experiments.  

In recent years, the significant advancements in deep learning and the substantial growth of data 

have led to increased interest in neural network-based approaches for recommendation tasks. Among 

these, graph neural networks (GNN) have demonstrated superior performance due to their ability to 

learn structural information and their compatibility with multi-source data in recommender systems. 

Consequently, novel GNN-based systems have been developed, incorporating external data such as 

social networks and knowledge graphs. Compared to traditional approaches, GNNs enhance the 

representation of users and items by capturing higher-order latent information embedded in the graph. 

Numerous GNN-based approaches have been proposed in recent years. For instance, GraphRec [3] 

utilizes user-item interactions and social networks for user modeling. DiffNet [4] employs social 

networks to improve user representation through layer-wise influence propagation structures. An 

improved version, DiffNet++ [5], was later introduced to further model user-item interests within the 

user representation. Additionally, DANSER [6] applies the attention mechanism on graphs to model 

the dual effects of user/item homophily and influence.  

2.2. Differentiation between Homophily Effect and Social Influence Effect 

A significant body of research has explored the challenge of differentiating between social influence 

and homophily. Social influence refers to the process where an actor in the network affects its 

neighbors' decisions, while homophily denotes the phenomenon where similarities between nodes 

lead to similar or correlated outcomes among neighbors. Various methods have been employed to 

address this issue, with some studies using data-driven randomization tests [11] and others focusing 

on model specification [12]. Our interest lies more in the latter approach. Aral, Muchnik, and 

Sundararajan [13] have proposed a matched sampling method to overcome the selection biases of 

regression analysis by comparing nodes that have the same likelihood to have (but actually have not) 

been connected to the same number of friends, conditional on their demographic features. However, 

these are all based on observed characteristics which cannot address unobserved heterogeneity among 

consumers. Thus, Ma, Krishnan, and Montgomery [14] differentiate the effect of unobserved 

homophily from social influence using a Bayesian framework. In this framework, the static 

homophily effect is distinguished from the dynamic social influence effect through a hierarchical 

parameter specification. They set evidence of homophily as the variance of the multivariate normal 

distribution of the social influence parameter. Some scholars use the fixed number of in-degree as an 

exogenous constraint [15] and focus on the endogenous dynamics of link formation, based on a 

dynamic social network structure where out-degree follows a Poisson distribution [16]. Zhang, 

Pavlou, and Krishnan [17] use a hierarchical Bayesian autoregressive mixture model called mNAP 

[18] to differentiate the effect of cohesion (similar to social influence) from positional equivalence 

(positional homophily) on binary outcomes, where the parameters of two network influence terms 

enter the latent preference of individuals to further influence adoption decisions. 

3. Dataset 

We propose to use the Yelp academic dataset,1 which was collected from eight metropolitan areas 

such as Montreal, Toronto, and Pittsburgh over 1.2 million businesses and over two million users. To 

 
1 See details at https://www.yelp.com/dataset 
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help explore the hidden structure behind everyday business activities and interactions between users 

and service providers, Yelp provides several types of data: business, review, user, check-in, tip, and 

photos. We are particularly interested in its user data because it includes not only attributes related to 

the user's profile and a summary of their interactions with local businesses, but also friend mapping 

that shows the relationships between users. 

Flickr is an image/videos based social sharing website, featuring a social network in which each 

user shares preferences to images/videos to her social followers, and can express preferences through 

the upvote behavior. The reason to adopt Flickr as dataset is that compared to Yelp, it shows higher 

social connections as shown in “Link Density'” in Table 1. This might provide some insights into 

how different social network attributes affect the overall performance of the algorithms. 

Table 1: Summary Statistics of the Yelp and Flickr Dataset. 

Dataset Yelp Flickr 

User 17237 8358 

Item 38342 82120 

Total Links 143765 187273 

Ratings 204448 314809 

Link Density 0.048% 0.268% 

Rating Density 0.031% 0.046% 

4. Baseline Model 

Through literature search and preliminary data analysis, we found that the performances of a lot of 

recommendation systems are unsatisfactory and largely limited by the sparseness of user-item 

interaction data. In addition, it has been proven to be effective to improve recommender performance 

with social-network embedding. However, most of the related works only took advantage of the first-

order local neighbors in the users' social network. These approaches often find obstacles in further 

improvement in the accuracy of prediction of user's future preference, as those static models usually 

find it hard to leverage matrices representing social connections that are typically even sparser than 

the user behavior data. Some argue that users in a social network can be affected by not only her 

trusted users but also the influences propagated from her trusted users' social connections in a 

dynamical way. Therefore, we have found it particularly beneficial to adopt a social influence 

propagation process featuring some recursive dynamics of interest diffusion inside the social network, 

proposed in DiffNet [4] and DiffNet++ [5]. 

4.1. Objective 

When discussing a social recommender system, we usually start with two entities: m users in a set U 

and n items in a set V. To avoid confusion, in all the formulas and figures, users are denoted as ua, ub, 

uc and items denoted as vi, vj, vk. Besides, each user is also associated with a vector of du real-valued 

user attributes xa, which is a columns of matrix X ∈ ℝdu × m.  

Similarly, each item is associated with a vector of dv real-valued item attributes yi which is a 

column of matrix Y ∈ ℝdv × n. The interactions can be categorized into two types: user behavior 

matrix R ∈ ℝm × n relates users and their individual preference on each specific item, and social 

network matrix S ∈ ℝm × m showing users' social connections. Then, a preference matrix is predicted 

as follows: 

 �̂� = 𝑓(𝐗, 𝐘, 𝐑, 𝐒), (1) 

Proceedings of  the 3rd International  Conference on Financial  Technology and Business Analysis  
DOI:  10.54254/2754-1169/118/2024.18680 

118 



 

 

which can be parsed into some ranking list Ra of N (a hyper-parameter) items for each user in a typical 

online recommendation scenario. 

4.2. Diffnet 

Diffnet proposed a deep influence propagation model to simulate the recursive diffusion process in 

which users find common grounds with their social connections, seek for advices and make decisions. 

There are three steps in this approach: 

Embedding. For a user ua, an initial embedding links the relevant features with a free latent vector 

pa that encapsulates the latent behavior preferences. Furthermore, a fusion layer takes the user's 

original attributes vector xa and latent vector pa into a new user fusion embedding: 

 𝐡𝑎
0 = 𝑔(𝐖0 × [𝐱𝑎, 𝐩𝑎]), (2) 

Each item will also have its corresponding latent vector, but it does not participate in the diffusion 

process.  

Diffusion. As the key component of this model, a layer-wise influence propagation structure of 

diffusion-depth K depicting the evolution of user's latent embedding as the social diffusion process 

continues.  

Prediction. After the diffusion process, a final latent representation ua is composed from the 

embeddings collected from the diffusion layers' output as ha
k and the preferences from her historical 

behaviors as ∑ 𝑣𝑖/|𝑅𝑎|𝑖∈𝑅𝑎
. Then the prediction can be simply measured by the inner product between 

the computed final user's latent representation and the item's latent vector. 

4.3. Diffnet++ 

On the basis of Diffnet which only models the influence diffusion process in the social network, 

Diffnet++ is an improved algorithm that unifies the influence aggregation of social networks with 

interest aggregation of item neighbors from the user-item network in a heterogeneous graph. 

In this model, each user's fusion latent vector ua propagates through the diffusion layers with 

updates from combination of both influence diffusion aggregation �̃�𝑎
𝑘  and interest diffusion 

aggregation �̃�𝑎
𝑘. It let the user play the central role in this process, while also combining two networks 

that mutually enhance each other in the higher-order structure. By reformulating the social 

recommendation as a heterogeneous graph, the model recursively learns about the user's latent 

embedding information from convolutions on both social influences and interest influences, which 

further resolves the sparsity issues in the data. 

4.4. Limitation of Baseline Models 

The baseline model had given better performance compared to the earlier related works [5] with its 

fine-tuned social/interest influence diffusion process. Nevertheless, we still found this model limited 

by some obstacles with a closer look at its architecture, which leaves room for further improvements 

in its algorithms. 

First, the diffusion depth K in Wu et al. [5] shows fast increases in performance with its value 

turned on from 0 to 1, and it achieves optimal performance when K = 2. However, further expansion 

of these influence layer structures by tuning K ≤ 3 will result in decreasing performances. The authors 

argued from an empirical perspective that adding more layers might introduce unreliable neighbors 

into the latent embedding. To address this limitation, we argue that the information captured by 

different levels of the diffusion layer may contribute differently to the prediction, then we propose to 

apply adaptive weights to the embedding learned from each diffusion layer as shown in the next 

section. 
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Additionally, social network data complements ratings and preferences information, as placing 

excessive emphasis on either type may result in only marginal improvements in overall performance.  

The authors attempted to alleviate this issue by designing a multi-level attention mechanism to 

fuse the social network and interest network but achieved little in further exploiting the data. Third, 

although the authors have got a rich dataset on user information and social networks, they only utility 

limited amount of information contained within the social network data, but actually further 

information can be included if we also take preferences of similar users into consideration. 

5. Methods 

Given the limitations of the baseline model, we proposed some extensions in the Diffusion Layer and 

Prediction Layer to further improve model performances on the two metrics of interest, including HR 

and NDCG. 

5.1. Homophily Effect in the Diffusion Layer 

We made an extension by simultaneously taking the homophily effect and social influence effect into 

consideration in the Diffusion Layer when updating the user's embedding ua
k+1. We first calculated 

user similarity in the Embedding Layer based on the free latent embedding matrices of users and then 

constructed a sparse adjacency matrix by adding an assumed link among the top x% most similar 

users. In our experiments, x is treated as a hyperparameter and is fine-tuned accordingly. Then, we 

added the homophily effect in the Diffusion Layer to incorporate not only the social influence effect 

but also the homophily effect when predicting user decisions, and thus make better recommendations 

(Figure 1).  

 

Figure 1: Diffnet++ Architecture and Possible Improvement by Adding Homophily Effect 

 𝐮𝑎
𝑘+1 = 𝐮𝑎

𝑘 + [𝛾𝑎1
𝑘+1(�̃�𝑎

𝑘+1 + �̃�′𝑎
𝑘+1) + 𝛾𝑎2

𝑘+1�̃�𝑎
𝑘+1], (3) 

 �̃�𝑎
𝑘+1 = ∑ 𝛼𝑎𝑏

𝑘+1𝐮𝑏
𝑘

𝑏∈𝑆𝑎
, (4) 
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 �̃�′𝑎
𝑘+1 = ∑ 𝛼′𝑎𝑏

𝑘+1𝐮𝑏
𝑘

𝑏∈𝑆′𝑎
, (5) 

 �̃�𝑎
𝑘+1 = ∑ 𝛽𝑎𝑏

𝑘+1𝐯𝑏
𝑘

𝑖∈𝑅𝑎
, (6) 

where �̃�𝑎
𝑘+1 is the aggregated embedding of social influence effect diffusion, �̃�′𝑎

𝑘+1 is the aggregated 

embedding of homophily effect diffusion, and �̃�𝑎
𝑘+1 is the embedding of aggregated interest diffusion 

from the interested item neighbors at the (k + 1)-th layer. Specifically, 𝛼𝑎𝑏
𝑘+1  denotes the social 

influence effetc of user b to a at the (k + 1)-th layer in the social network, and 𝛼′𝑎𝑏
𝑘+1 denotes the 

homophily effect of user b to a at the (k + 1)-th layer in the user similarity network. Besides, 𝛽𝑎𝑏
𝑘+1 

denotes the attraction of item i to user a at the (k + 1)-th layer in the interest network. 

5.2. Weighted Embedding in the Prediction Layer 

The essential part of the recommendation system is to accurately learn the user embedding and item 

embedding. In Diffnet++, a diffusion layer was adopted to capture the information from the social 

graph and item interaction graph hierarchically. For each user a, the user embedding can be written 

as ua = [ua
0, ua

1, …, ua
K] by concatenating the individual embedding vector from each diffusion layer. 

Similarly, the embedding for item b can be written as vi = [vi
0, vi

1, …, vi
K]. In Wu et al. [5], they 

empirically set K = 2, where K refers to the depth of diffusion here. Also, they report that as K 

increases from 2 to 3, the performance of the model decreases, since the higher-order diffusion may 

capture some relatively irrelevant information in the user and item embedding. As shown in Figure 2 

Diffnet++ part, the original Diffnet++ concatenates the learned user and item embedding, ua and vi, 

then perform the inner product to get the final prediction, rai = ua
Tvi. 

Inspired by Mahalanobis distance in metric learning and observing the decrease in the performance 

of the model when setting K to a larger number [5], we consider the embedding from different levels 

of diffusion layers may contribute differently to the user and item information. Therefore, we 

proposed to adopt a weighted embedding strategy. That is, instead of directly concatenating those 

embedding, the model learns another two sets of weights for the user and item embedding, the 

weighted embedding can be written as ua
* = ka ⊙ ua and vi

* = li ⊙ vi. The predicted rating then 

becomes rai = ua
*Tvi

*. Note that this is equivalent to using only one set of weight, zai, inside the inner 

product as  

 𝑟𝑎𝑖 = ∑ 𝑧𝑎𝑖
𝑗

𝑢𝑎
𝑗

𝑣𝑖
𝑗𝐾

𝑗=1 . (7) 

However, we believe that designing separate weights for users and items will enhance 

interpretability. 

5.3. Metrics 

For the top-N evaluation, we use the same metrics as in Wu et al. [5], HR and NDCG. HR refers to 

the percentage of hits in the top-N list  

 𝐻𝑅 =
#ℎ𝑖𝑡𝑠

𝑁
.  (8) 

Besides, NDCG measures the quality of the top-ranking items:  

 𝐷𝐶𝐺 = ∑
𝑟𝑒𝑙𝑖

𝑙𝑜𝑔(𝑖+1)

𝑁
𝑖 , (9) 

 𝑁𝐷𝐶𝐺 =
𝐷𝐶𝐺

𝐼𝐷𝐶𝐺
,  (10) 

where IDCG (abbreviation for Ideal Discounted Cumulative Gain) refers to the maximum possible 

DCG (abbreviation for Discounted Cumulative Gain) value, reli refers to the relevance of the i-th item 
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ranking. Following Wu et al. [5], for one user, 1000 unrated items are randomly chosen as pseudo-

negative samples. Next, the pseudo-negative samples and the user's positive-rated samples are mixed 

as a pool for the recommender to select top-rated candidates. 

 

Figure 2: Diffnet++ Architecture and Possible Improvement 

6. Experiment 

6.1. Model Performance Comparison 

The comparisons of the proposed approach with other baseline approaches are shown in Table 2 and 

Table 3 for Yelp and Flickr data sets. Note that the results of our proposed method are from our 

implementation, and the results of other approaches are re-used from Wu et al. [5]. In our 
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implementation, the models are trained for 70 epochs with a learning rate of 0.0005, and the model 

with the lowest loss on the validation set is selected. 

Table 2: Overall Comparison with Different Top-N Values (D = 64) on Yelp Dataset. 

Model 
HR NDCG 

N = 5 N = 10 N = 15 N = 5 N = 10 N = 15 

FM 0.1855 0.2825 0.3440 0.1341 0.1717 0.1876 

TrustSVD 0.1882 0.2939 0.3688 0.1368 0.1749 0.1981 

GraphRec 0.1915 0.2912 0.3623 0.1279 0.1812 0.1956 

PinSage 0.2105 0.3049 0.3863 0.1539 0.1855 0.2137 

NGCF 0.1992 0.3042 0.3753 0.1450 0.1828 0.2041 

Diffnet 0.2276 0.3461 0.4217 0.1679 0.2118 0.2307 

Diffnet++ 0.2503 0.3694 0.4493 0.1841 0.2263 0.2497 

Ours 0.2596 0.3726 0.4546 0.1914 0.2321 0.2567 

Table 3: Overall Comparison with Different Top-N Values (D = 64) on Flickr Dataset. 

Model 
HR NDCG 

N = 5 N = 10 N = 15 N = 5 N = 10 N = 15 

FM 0.0989 0.1233 0.1473 0.0866 0.0954 0.1062 

TrustSVD 0.1089 0.1404 0.1738 0.0978 0.1083 0.1203 

GraphRec 0.0931 0.1231 0.1482 0.0784 0.0930 0.0992 

PinSage 0.0934 0.1257 0.1502 0.0844 0.0998 0.1046 

NGCF 0.0891 0.1189 0.1399 0.0819 0.0945 0.0998 

Diffnet 0.1140 0.1503 0.1799 0.1021 0.1169 0.1256 

Diffnet++ 0.1412 0.1832 0.2203 0.1269 0.1420 0.1544 

Ours 0.1455 0.1859 0.2269 0.1304 0.1443 0.1577 

6.2. Visualization of Weighted Embedding 

To verify the how the weighted embedding help in the prediction, we also plot the values of the 

weights from the trained models on those two data sets, as shown in Figure 3. We might see that some 

of the weight values deviate from 1 or -1 (unweighted state), which means that the weighted 

embedding indeed improves the models. Also, the distribution of weight values of two models are 

similar but with some small differences. The values of item-weights are mostly between -1 and 1, and 

the user-weights are larger than 1 or smaller than -1. However, the weight values form Flickr model 

have more item-weights larger than 1 which differs from the Yelp model. The future work might try 

to interpreter the differences by addressing the input social networks and the item-wise networks. 
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Figure 3: Weights from the Trained Models 

7. Conclusion 

Our research question is how to build a better social network-based recommender system using the 

probabilistic graphical model. We used data from Yelp and Flickr, and the baseline model we explore 

is the state-of-art social recommendation system (Diffnet and Diffnet++). When comparing model 

performance, the metrics we are interested in are NDGG and HR.  

7.1. Discussion of Methods and Results 

In this work, we show an improved Diffnet++ model by weighted integrating higher-order social 

structure and higher-order interest network information captured by the diffusion layer proposed by 

Wu et al. [5]. The empirical results show that the effectiveness of our proposed weighted strategy by 

both looking at the HR or NDCG values or learned weight values. 

Besides, we contribute to the base model by further adding the homophily effect in the diffusion 

layer based on the similarity network calculated using the free latent embedding matrices of users, 

and thus more useful information of not only friends in the social network but also similar users in 

the similarity network can be wielded to make better recommendations. 

Combining the above two improvements, our proposed approach outperforms other competitive 

baseline approaches as shown in Table 2 and Table 3.  

7.2. Managerial Implications 

In the current digital era, characterized by an overwhelming abundance of information and choices, 

businesses must leverage advanced recommender systems to maintain a competitive edge. Traditional 

recommendation systems, while data-rich, often fail to incorporate the nuanced social context 

essential for accurate predictions, leading to issues such as cold-start problems and data sparsity. This 

results in suboptimal user experiences and inefficiencies in resource allocation for service providers. 

By incorporating enhancements such as the homophily effect in the diffusion layer and weighted 

embedding methods in the prediction layer, we have developed an improved model that leverages 

both social and similarity networks. This approach not only alleviates the limitations of traditional 

recommender systems but also ensures more precise and personalized recommendations. 

For managers, this implies that investing in advanced, socially-embedded recommendation 

technologies can lead to better user satisfaction and higher engagement rates. Implementing such 

systems can improve the accuracy of predicting user preferences, optimize business operations, and 

ultimately drive revenue growth. As demonstrated by our empirical results, these enhancements offer 
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a competitive advantage in the crowded digital marketplace by effectively addressing the intricate 

dynamics of user interactions and preferences. 

7.3. Future Work 

We observed that model size is crucial to the success of recommendation systems. An efficient model 

such as SVD++ can learn incredibly fast but tends to struggle with complex user-item and user-user 

dynamics. In contrast, deep neural networks can handle more complicated decision-making processes 

but often suffer from overfitting when applied to sparse datasets with too many layers, leading to poor 

predictions of users' future preferences. One potential improvement is to incorporate probabilistic 

estimation into the process. 

To take a further step, we might also seek to develop an ensemble approach to extend the current 

approach to work with multi-source data. The diffusion layers in Diffnet++ can be treated as a base 

model. We might also learn models (like SVD++) to produce the different user and item embedding 

and concatenate them together with some learnable  weights. Our premise is that different base model 

learns some distinct aspects of the user and item information, and it is compatible with the 

heterogeneous data source.  
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