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Abstract: The need for regional logistics has increased dramatically due to the logistics 

industry's rapid development, underscoring the need for accurate forecasting. The 

deployment of a precise logistics demand forecasting model has the potential to mitigate 

expenses, augment logistics efficacy, and furnish direction for forthcoming logistics sector 

planning. This research suggests an approach based on the Support Vector Machine (SVM) 

model to increase the accuracy of logistics demand forecasting in light of the complexity of 

regional logistics demand forecasting. First, in order to determine the primary factors 

influencing regional logistics demand, grey relational analysis is utilized. Subsequently, the 

sample data is input, and the Support Vector Machine model is utilized for learning, 

establishing a relationship model between regional logistics demand and influencing 

indicators. The predictions produced by a Back Propagation (BP) neural network are then 

contrasted with this. Lastly, data on logistics demand from Jiangsu Province covering the 

years 2004 to 2022 is used for simulation study. The results demonstrate that the Support 

Vector Machine performs better in regional logistics demand forecasting when compared to 

the BP neural network. The study’s findings support the advancement of scientific demand 

forecasting for regional logistics, offer a vital basis for decision-making in logistics system 

design, and strengthen the area’s potential for sustainable growth. 

Keywords: Regional logistics demand forecasting, Support vector machine, BP neural 

network, Grey relational analysis. 

1. Introduction 

In light of the accelerated pace of global economic development and the concomitant intensification 

of global integration, logistics, as a pivotal component of the national economy, represents the most 

economical service mode in the industrialization process, and it is developing rapidly worldwide [1]. 

Forecasting regional logistics demand can assist in the concentration of resources for preparation and 

the reduction of costs [2]. Logistics demand is closely related to factors such as regional economy, 

industrial structure, and policies, and it is a comprehensive result of these factors, exhibiting a 

nonlinear relationship. Due to limited sample data, it is difficult to describe it using analytical 

methods or exact mathematical models [3].Many prediction models, such as the support vector 

machine (SVM) model, the neural network prediction model, the grey prediction model, the linear 

regression model, and others, have been used extensively in recent years. The neural network 
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prediction model, SVM, and gray prediction model are capable of fitting nonlinear functions while 

taking the variables affecting shifts in logistical demand into account. SVM can effectively handle 

nonlinear problems, possess good generalization capabilities and find global optimal solutions during 

the solution process. SVM is also suitable for situations with small sample sizes. The BP neural 

network can learn and approximate complex nonlinear mapping relationships through its multi-layer 

structure and error back propagation algorithm. However, it requires a large number of data samples 

and may have issues such as weak generalization capabilities when the sample size is too small. This 

paper utilizes grey relational analysis to screen indicators influencing logistics demand and. Based on 

the SVM model, it then conducts modeling and simulation predictions of logistics demand in Jiangsu 

Province. Meanwhile, it compares the results of modeling and simulation using BP neural network to 

verify the effectiveness of SVM for prediction. The findings of this research contribute to the 

advancement of scientific forecasting techniques for regional logistics demand, facilitate the 

optimization and enhancement of regional modern logistics systems, and provide crucial 

decision-making insights for logistics system planning. 

2. Construction of the SVM Model 

2.1. Overview of Model Principles 

Regional logistics demand forecasting relies on historical data and utilizes mathematical models to 

predict future logistics demand in a specific region [3]. A multitude of factors exert influence over 

logistics demand, and changes in logistics demand are the consequence of the combined effects of a 

variety of factors. There exists a hidden, internal mathematical mapping relationship between 

logistics demand and various factors. This mapping is not a simple multivariate linear relationship but 

a complex nonlinear one[4]. An abstract mathematical model may be employed for the purpose of 

describing the relationship between logistics demand and the various influencing factors. The 

mathematical model for logistics demand is shown as follows:  

 𝑌 = 𝑓(𝑥1, 𝑥2, 𝑥3. . . . . . 𝑥𝑛 ) (1) 

Y represents the regional logistics demand, while xi represents the factors that affect regional 

logistics. The fundamental premise of SVM is to identify an optimal hyperplane that can effectively 

differentiate between data points belonging to disparate categories, thereby maximizing the margin 

between the two classes. This hyperplane is determined by support vectors, which are the sample 

points closest to the hyperplane. The model is distinguished by its reliability and stability, rendering it 

well-suited to the processing of small samples and nonlinear data sets.[5]. The main support vector 

machine regression algorithm employed for prediction has the functional expression as follows: 

 𝑓(𝑥) = ∑ (𝑎𝑖
𝑗

𝑖=1
− 𝑎𝑖

∗)𝑘(𝑥𝑖, 𝑥) + 𝑏 (2) 

Among them, ai and ai* are Lagrange multipliers, k(xi, x) is the kernel function, and xi represents 

the input data of each sample. The selection of the kernel function in SVM is crucial[6]. After 

multiple comparisons, the SVM regression prediction model constructed based on the Gaussian 

kernel function exhibits better performance, thus the Gaussian kernel function is chosen. For the 

subsequent prediction calculations in this paper, the radial basis function parameter gamma is set to 

0.8, the penalty factor c is set to 0.4, the insensitive loss function ε is set to 0.01, and MATLAB is 

used for prediction analysis. 
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2.2. Prediction Steps 

Using the SVM model, this paper can investigate the relationship between logistics demand and its 

influencing factors. Once the model has been established, it is possible to make predictions regarding 

future logistics demand. The specific steps are as follows: 

The preliminary stage of the process involves the gathering of data concerning the elements that 

exert an influence over regional logistics. Subsequently, the data are employed as input variables. The 

output indicator should be set as logistics demand. A grey relational analysis should be performed in 

order to determine the degree of closeness between the aforementioned indicators and the variable of 

logistics demand. 

The second step is to divide the selected data into two distinct sets: a training set and a testing set. 

The training set will be employed for the purposes of model training, while the testing set will be 

utilized for model evaluation. 

The third step is to construct a regional logistics demand prediction model based on support vector 

machines. 

The fourth step is to train the model using the training set, making any necessary adjustments to the 

functions and parameters in order to achieve a superior fit to the data. 

The fifth step entails evaluating the trained model using the testing set. This is accomplished by 

calculating the discrepancy between the actual and predicted values, as well as other pertinent 

indicators, in order to evaluate the model's predictive performance. 

2.3. Evaluation Metrics 

BP neural networks can be applied to non-linear problems, but they require a large number of samples 

and often suffer from issues such as insufficient generalization ability during the prediction 

process[7]. In this paper, a comparison was conducted between SVM and BP neural networks, with 

MSE (Mean Squared Error) and MAPE (Mean Absolute Percentage Error) employed as the 

evaluation metrics. 

 𝑀𝑆𝐸 =
∑(𝑦𝑖−�̂�𝑖)2

𝑛
 (3) 

 𝑀𝐴𝑃𝐸 =
∑(𝑦𝑖−�̂�𝑖)/𝑦𝑖

𝑛
× 100% (4) 

𝑦𝑖 represent the actual logistics demand value, and �̂�𝑖 represent the predicted value of logistics 

demand, with n being the number of samples. MSE calculates the average of the squared differences 

between the predicted values and the actual values. MAPE expresses the average error size by 

calculating the absolute difference between the predicted and actual values and converting it into a 

percentage form. 

3. Analysis 

3.1. Indicator Selection 

The choice of relevant indicators affects how accurate logistics demand forecasting can be. The 

accuracy of logistics demand forecasting can be improved by selecting the right indicators. This study 

suggests that the following indicators may have an impact on logistics demand forecasting: total fixed 

asset investment, per capita consumption expenditure of residents, per capita consumption income of 

residents, added value of the primary industry, added value of the secondary industry, and added 

value of the tertiary industry. These suggestions are based on an analysis of the existing literature, the 

actual conditions, and the availability of indicator data. Table 1 displays the factors affecting Jiangsu 

Province's need for logistics. 
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Table 1: Indicator System for Influencing Logistics Demand in Jiangsu Province. 

Influencing factors Index name Units Symbols 

Industrial structure 

The added value of the primary industry Billions of yuan X1 

The added value of the secondary industry Billions of yuan X2 

The added value of the tertiary industry Billions of yuan X3 

Capital input Total fixed asset investment Billions of yuan X4 

Residents’ 

consumption level 

Per capita consumption expenditure of 

residents 
yuan X5 

Per capita consumption income of 

residents 
yuan X6 

Total commercial 

trade 
Total retail sales of consumer goods Billions of yuan X7 

3.2. Data Sources 

The logistics demand and related indicators of Jiangsu Province from 2004 to 2022 were selected. 

The data are sourced from the National Data Network of China and the “Jiangsu Statistical 

Yearbook”. The freight volume (Y) is selected to represent the regional logistics demand [8]. 

3.3. Correlation Analysis 

The grey relational analysis is utilized to analyze the degree of correlation between various 

influencing factors and logistics demand. The core idea of grey relational analysis lies in the degree of 

proximity between sequences in terms of geometric shape, size, direction, speed, and other aspects 

[9]. The output results are presented in Table 2. 

Table 2: Results of Grey Relational Analysis. 

Influencing factors X1 X2 X3 X4 X5 X6 X7 

The degree of correlation with Y 0.666 0.7353 0.6848 0.62 0.7113 0.7137 0.6950 

The correlation degrees between the seven influencing factors and logistics demand are all greater 

than 0.6, which indicates that the seven influencing factors are all highly correlated with logistics 

demand 

3.4. Models Fitting Effect 

SVM and BP neural network were used to fit the logistics demand of Jiangsu Province from 2004 to 

2022. The fitting results of the two are shown in Figure 1 and Figure 2. 

 

Figure 1: The fitting result of SVM. 
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Figure 2: The fitting result of BP neural network. 

According to the calculation results, the MAPE of the prediction using SVM fitting is 3.63%, 

while the MAPE of the prediction using BP neural network fitting is 8.88%. This indicates that SVM 

has a higher fitting accuracy. Due to the small sample size, SVM performs better in prediction than 

BP neural network. 

4. Simulation and Prediction of Logistics Demand 

To further apply the model to predict future logistics demand and verify its predictive performance, 

the data from 2004 to 2018 is utilized as the training set, while the data from 2019 to 2022 is used as 

the test set for simulation prediction. Subsequently. the predictive ability is then evaluated, and the 

results are shown in Table 3. 

Table 3: Comparison of Actual Logistics Demand Values in Jiangsu Province from 2019 to 2021 with 

Predicted Values Based on BP Neural Network and SVM. 

Year Actual value SVM BP neural network 

2019 262749 260930 210610 

2020 276640 274800 215460 

2021 294678 296490 220330 

2022 279143 300890 220550 

MSE  120727428.5 3855558118.5 

MAPE  2.44% 22.04% 

Therefore, for the prediction samples from 2019 to 2022, the MAPE of SVM prediction is 2.44%, 

and the MSE is 120727428.5. In contrast, the MAPE of BP neural network prediction is 22.04%, and 

the MSE is 3855558118.5. This indicates that SVM exhibits an overall better performance in 

predicting logistics demand compared to BP neural network. 

5. Conclusion 

The forecasting of regional logistics demands is a relatively complex modelling process, which is 

challenging to describe using analytical methods or exact mathematical models due to limited sample 

data. Despite the existence of a multitude of forecasting methodologies, traditional approaches 

frequently prove inadequate in addressing the specific requirements of a given context. This paper 

utilizes Support Vector Machines (SVM) to establish a regional logistics demand forecasting model. 

By conducting the aforementioned research and analysis, the modelling process of regional logistics 
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demand forecasting can be completed. The initial step is the collection of data, which is then followed 

by the inputting of samples for the purpose of model training. Subsequently, the predictive 

capabilities of the SVM model and the BP neural network are evaluated through the use of simulation 

forecasting. A synthesis of the research findings leads to the following conclusion: The SVM 

demonstrates superior predictive performance in addressing issues pertaining to limited sample sizes, 

nonlinearity, and the presence of multiple factors. Consequently, it offers promising avenues for 

advancement in the domain of regional logistics demand forecasting. Although BP neural networks 

can also handle nonlinear problems, their predictive ability is weaker when the sample size is small. 

The research provides a relatively reliable and accurate method for future regional logistics demand 

forecasting. However, the logistics demand forecasting results in this paper focus solely on cargo 

transportation volume, without considering specific cargo categories or other data representative of 

logistics demand. When screening the influencing factors of logistics demand, a more comprehensive 

approach can be taken, and data dimensionality reduction methods can be employed to extract 

indicators. These are areas worthy of improvement, and future research can expand in these 

directions. 
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